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PREFACE 

Now a day’s, everything is being done through electronic media which generates 

huge amount of data in every moment. Most of the time, data are not static rather 

they are dynamic and transactional in nature. Retrieval of some interesting 

information from generated data is a very challenging task. Generally, each data set 

contains a large number of instances with huge number of features. Therefore, 

relevant feature selection and classification is one of the main objectives of data 

mining technique for knowledge discovery both in static and dynamic environment. 

Though many research works have been conducted for the data analysis of static 

and incremental data, still it is an ongoing research to handle with newly generated 

high dimensional data sets to obtain meaningful interpretations. The concerned 

issues are major requirements and challenges have been addressed in the book by 

developing optimal feature selection and classification algorithms using the concept 

of Rough Set Theory, Graph Theory, Genetic Algorithm, Particle Swarm 

Optimization, and so on. Developed algorithms have been applied in various 

benchmark datasets and in the real world agricultural field to classify and predict 

efficiently the unknown objects as a task for data analysis. All the methods are very 

useful with respect to Big Data analytics as it provides the optimal solutions.  

Researchers are working on multi-dimensional dataset for performing different data 

analysis jobs. However, most of them follow a systematic approach and does some 

predetermined activities while analyzing dataset using pre-processing and 

classification techniques. The book establishes the fact that an integrated approach 

towards performance-based analysis is one of the necessities for designing efficient 

method to discover new knowledge. In order to satisfy the above requirements the 

book is written at contributing towards development of a hybrid framework by 

building performance-based pre-processing, and classification method using rough 

set theory, graph theory, statistical approach and evolutionary techniques to extract 

important and meaningful knowledge from the standard dataset. 

The aim of presenting the book is to exploit data mining techniques in both the static 

and dynamic environment for feature selection and classification problems, such as 

(i) identifying the most relevant features (ii) select significant feature subset (iii) 

classifier construction and (iv) ensemble classifier design for classification.  

Regarding the organization the chapters of the books are organized as follows. 

Overview of the feature selection and classification analysis is presented in Chapter 

2. In particular, this chapter provides a thorough study of the mostly used feature 

selection and classification algorithms. Chapter 3 presents the proposed static 



 

 

feature selection methods for identification of important feature subset using Rough 

Set Theory, graph theory, clustering algorithm, and different mathematical and 

statistical approaches and applied to different benchmark datasets to achieve the 

optimum set of features. Chapter 4 presents the proposed incremental feature 

selection methods for identifying the important feature subset in dynamic 

environment using Rough Set Theory and evolutionary algorithms. The work on 

feature selection methods both in static and dynamic environment provides a 

through comparative study of all the proposed algorithms based on the experimental 

results to determine the best method, which ultimately is used for constructing the 

classifier. Chapter 5 presents the construction of classification systems in static and 

dynamic environment based on the reduced datasets. Single classifier is not always 

a very good predictor for all the problems so the ensemble of classifier takes an 

important role for that purpose. The best combination of classifiers by fusing the 

different base classifiers integrating genetic algorithm and rough set theory is 

presented in this chapter. A novel incremental classifier designing method is 

proposed for the dynamic environment where data are gradually available with the 

varied time. Chapter 6 discusses the application of both the static and incremental 

feature selection methods and classification algorithm in the agricultural field for 

predicting diseases. Chapter 7 concludes the summary of the implemented concepts 

presented in the book along with its limitations and future scopes.  

This book is primarily intended to serve as a reference book for graduate and master 

degree students of computer science domain and researchers of any domain of 

various Colleges and Universities. We hope this book will provide the necessary 

guidance to the students to work on this data analysis domain. The book is actually 

an outgrowth of our research experience for the last several years.  



 

 

Acknowledgement 

It is our pleasure to convey sincere thanks and acknowledge the people who 

supported us in different aspects for writing the book possible. First and foremost 

we would like to thank God for making us able to complete this book. 

Our thanks go to all the colleagues who have contributed immensely to our 

professional time at Indian Institute of Engineering Science and Technology and 

MCKV institute of Engineering, for their endless help in all official and unofficial 

matters throughout the years. We are highly indebted to our students for providing 

us the necessary stimulus for writing the book. 

We will feel rewarded if this book can be published for helping the development of 

the research studies. We also want to thank our publisher for their support during 

writing the book. 

Finally we would like to thank our families for their endless support to complete this 

book.  



 

 

 

 

 

 

 

Dedication 

To my parents for their love, blessings and support 

S. Sengupta 

To my mother Chhabi Das for her unconditional love and encouragement 

A. K. Das 



 

 

 

INDEX 

Chapter 1: Introduction ......................................................................................... 1 

1.1 Scope of the Book: ............................................................................................. 2 

1.1.1 Feature Selection: ................................................................................ 2 

1.1.2 Classification Analysis: ....................................................................... 3 

1.2 Book Contribution: ............................................................................................. 4 

1.2.1 Feature Selection in Static Environment: ............................................ 5 

1.2.2 Feature Selection in Dynamic Environment: ...................................... 6 

1.2.3 Classifier Construction: ....................................................................... 7 

1.2.4 Application of the Data Mining Methods in the Field of Agriculture: 8 

1.3 Organization of the Book: .................................................................................. 9 

Chapter 2: Data Mining Tools and Techniques-Overview and Concept ........ 10 

2.1 Introduction: ..................................................................................................... 10 

2.2 Experimental Dataset Description: ................................................................... 11 

2.2.1 Wine Dataset: .................................................................................... 11 

2.2.2 Heart Dataset: .................................................................................... 11 

2.2.3 Glass Dataset: .................................................................................... 12 

2.2.4 Zoo Dataset: ...................................................................................... 12 

2.2.5 Dermatology Dataset: ........................................................................ 12 

2.2.6 Mushroom Dataset: ........................................................................... 12 

2.2.7 Coil20 Dataset: .................................................................................. 12 

2.2.8 Orl Dataset: ........................................................................................ 12 

2.2.9 Allaml Dataset: .................................................................................. 12 

2.2.10 Leukemia Dataset: ........................................................................... 12 

2.2.11 Rice Disease Dataset: ...................................................................... 13 

2.3 Feature Selection: ............................................................................................. 13 

2.3.1 Issues Regarding Feature Selection: .................................................. 13 

2.3.2 Feature Selection Methods: ............................................................... 14 

2.4 Cluster Analysis: .............................................................................................. 22 

2.4.1 Concern Regarding Cluster Analysis: ............................................... 22 

2.4.2 Clustering Algorithm:........................................................................ 23 

2.4.3 Cluster Validation: ............................................................................ 26 

2.5 Classification Analysis: .................................................................................... 27 

2.5.1 Issues Regarding Classification Analysis: ........................................ 27 

2.5.2 Classification Algorithms: ................................................................. 28 

2.5.3 Ensemble of Classifiers: .................................................................... 39 

2.6 Classification Validation: ................................................................................. 43 

2.6.1 Issues Regarding Classification Validation: ...................................... 43 

2.6.2 Classifier Validation Methods: .......................................................... 44 



 

 

2.6.3 Statistical Analysis of Classifier: ...................................................... 45 

2.7 Summary: ......................................................................................................... 46 

Chapter 3: Feature Selection in Static Environment ........................................ 48 

3.1 Introduction: ..................................................................................................... 48 

3.2 Single Feature Subset Selection: ...................................................................... 50 

3.2.1 Single Reduct Generation Using Rough Set Theory (SRG): ............ 51 

3.2.2 Generation of Reduct Constructing Directed Minimal Spanning Tree 

using Rough Set Theory (GRG): ................................................................ 63 

3.2.3 Comparative Analysis of SRG and GRG Methods: .......................... 76 

3.3 Multiple Feature Subset Selection: .................................................................. 77 

3.3.1 Multiple Reducts Generation Using Forward Selection and Backward 

Removal Techniques (FSBR): ................................................................... 77 

3.3.2 Multiple Reducts Generation using Clustering Algorithm and Rough 

Set Theory(MRG): ..................................................................................... 87 

3.3.3 Comparison of the FSBR and MRG Methods: ................................. 99 

3.4 Summary: ....................................................................................................... 100 

Chapter 4: Feature Selection in Dynamic Environment ................................ 102 

4.1 Introduction: ................................................................................................... 102 

4.2 Incremental Feature Subset Selection: ........................................................... 104 

4.2.1 Dynamic Reduct Generation using Rough Set Theory (DRED): ... 104 

4.2.2 Comparative Analysis of DRED and IFS Method: ......................... 127 

4.3 Summary: ....................................................................................................... 128 

Chapter 5: Classification Analysis .................................................................... 130 

5.1 Introduction: ................................................................................................... 130 

5.2 Classification Analysis in Static Environment: .............................................. 132 

5.2.1 Classification Using the Most Informative Feature Subset (CGRG):

 .................................................................................................................. 132 

5.2.2 Ensemble Classifier Design using Multiple Feature Subsets (ECS):

 .................................................................................................................. 138 

5.3 Incremental Classifier Design using PSO Technique (IPSO): ....................... 148 

5.3.1 Dynamic Classifier for Incremental Data: ...................................... 149 

5.3.2 Proposed IPSO Algorithm:.............................................................. 154 

5.3.3 Results of the IPSO Method: ........................................................... 155 

5.4 Summary: ....................................................................................................... 161 

Chapter 6: Application of Data Mining Techniques for the Designing of a 

Predictive Model in the Field of Agriculture ................................................... 162 

6.1 Introduction: ................................................................................................... 162 

6.2 Rice Diseases: ................................................................................................ 163 

6.2.1 Leaf Brown Spot: ............................................................................ 164 



 

 

6.2.2 Rice Blast: ....................................................................................... 164 

6.2.3 Sheath Rot: ...................................................................................... 164 

6.3 Development of Rice Disease Classification System: ................................... 165 

6.3.1 Feature Extraction: .......................................................................... 165 

6.3.2 Feature Selection and Classification Analysis: ............................... 167 

Chapter 7: Conclusions and Future Research ................................................. 176 

7.1 Conclusions: ................................................................................................... 176 

7.1.1 Feature Selection in Static Environment: ........................................ 176 

7.1.2 Feature Selection in Dynamic Environment: .................................. 177 

7.1.3 Classification Analysis: ................................................................... 178 

7.1.4 Application of the work in the field of Agriculture: ....................... 179 

7.2 Future Research: ............................................................................................. 179 

7.2.1 Feature Selection: ............................................................................ 179 

7.2.2 Classification Analysis: ................................................................... 180 

8. Bibliography .................................................................................................... 181 

 

  



Development of Intelligent Prediction System using Data Mining Techniques https://www.kdpublications.in 

ISBN: 978-93-90847-37-2 

1 

 

Chapter 1 

Chapter 1: Introduction  

In this digital era of e-commerce, e-governance and m-commerce, huge amount of data is 

produced in every moment, almost in every field. Now a day’s data are not static rather it is 

dynamic and transactional in nature. So, to store these large amount of data, an environment 

is needed which is nothing but data warehouse. Data can be stored in the data warehouse, 

but analysis of these stored data for extraction of important, valuable, and relevant 

information is the key feature of knowledge discovery process known as knowledge 

discovery in databases (KDD). In the past decades, discovering of knowledge was done by 

manual analysis, and as a result interpretation of data often prone to error and very time 

consuming. Recent exponential growth of data volume demands an efficient, scalable, and 

expert knowledge discovery method.  

A large number of database technology/architecture have been designed in aid of analyzing 

those stored data and provide support for making decisions. However, for extraction of 

meaningful and relevant knowledge, which is simply not available by only querying the 

system from the datasets, an in-depth analysis of data is needed. Data Mining is an 

established important data analysis [1, 2] technique used for discovering interesting 

knowledge from huge amount of data in search of consistent patterns and/or systematic 

relationships between the variables. Several other research areas such as neural network [3], 

evolutionary algorithms [4], decision trees [5], support vector machines [6] and Bayesian 

methods [7] have been developed to address the problem and discover the hidden patterns [8] 

automatically. 

Data mining is an iterative process that typically involves phases like problem definition, 

data exploration, data preparation, modeling, evaluation and finally deployment of the 

results. By performing data mining operations interesting knowledge, regularities and high-

level information are extracted from databases which can be applied to decision making, 

process control, information management and query processing.  

So, data mining is visualized as hybridization of techniques that develops promising 

interdisciplinary research and interesting findings by analyzing voluminous data. In real 

world, it is highly susceptible that the databases of huge size contain noisy, missing, and 

inconsistent data [9]. As a first step of data mining, data preprocessing techniques [10, 11] play 

an important role to improve the efficiency and ease of the mining process. There are a 

number of data preprocessing techniques, which have been used as and when necessary. 

This chapter focuses on the characteristics of feature selection techniques [12, 13] and 

classification [14, 15] methods and their hybridization technique explored in the research work 

in order to discover the hidden patterns [8] in the dataset both in static and dynamic 

environment. Feature selection [12] of huge volume of static and dynamic data and at the 

same time preserving important features [13] of the dataset and how it influences the 

designing of classifiers has been analyzed in this chapter.  
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The need of ensemble of classifiers [16] towards achieving more accuracy has been discussed 

here. The book is presenting to develop an intelligent, efficient and optimized data analysis 
[1, 2] and management system that tackles the limitations of the existing systems by involving 

rough set theory [17-20], graph theory [21], clustering algorithm [22], evolutionary algorithms [4] 

such as genetic algorithm (GA) [23] and particle swarm optimization (PSO) [24] algorithm and 

different mathematical and statistical approaches [25, 26] to knowledge discovery. Rough set 

theory, a data mining tool based on the mathematical concept, is used for feature selection 

for both the static and dynamic environment in the thesis by generating minimal subsets of 

attributes called reducts. From the reducts, all possible rules are obtained, which are filtered 

using different optimized and statistical approaches and thus a competent set of rules [14] are 

generated for classifying the data objects. As single classifier always does not give the best 

result, so an ensemble classification technique is also proposed for the static environment 

using rough set theory and GA. In the book, an integrated approach using rough set theory 

and GA is used for feature selection in dynamic environment by generating optimal reducts 

in incremental way. An incremental classification model using PSO algorithm is also 

devised in the thesis. This chapter explains the major contributions made in this thesis. At 

the end, it presents an overview of the organization of the book. 

1.1 Scope of the Book: 

The book focuses on following data mining techniques for feature selection [12, 13] and 

classifier construction [14, 15] applied on various experimental benchmark datasets [27, 28] for 

knowledge extraction in an efficient way both for static and dynamic environment. 

1.1.1 Feature Selection: 

Feature selection [12, 13] is frequently used as a pre-processing step to data mining and 

knowledge discovery. Pre-processing is the task of diagnosing and correcting or removing 

damaged, corrupt, or inaccurate data from a dataset. As a first step of data mining, data pre-

processing techniques [10, 11] play an important role to improve the efficiency and ease of the 

mining process.  

There are a number of data pre-processing schemes [10, 11], which have been used in the 

proposed work as and when necessary. Several feature selection methods are proposed for 

the selection of important features from the dataset. It includes the following issues. 

Normalization [29], discretization [30] and concept hierarchy generation [31] are different types 

of data transformation technique and each contributes towards the accomplishment of the 

effective data mining process.  

Data normalization is to scale the data to fit within a smaller range which can improve the 

accuracy and efficiency of mining process involving distance measurements. Data 

discretization is a pre-processing step where the raw values of a numeric attribute are 

replaced by interval labels or conceptual labels to achieve more generalized information. In 

pre-processing step, the missing values are handled, noises are smoothed and subsequently 

the data are transformed into a compact, concise, and more generalized form so that the 

patterns found as a result of classification algorithms may be more efficient and easier to 

understand. 
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In recent years, dimension of datasets is growing rapidly in many applications which bring 

great difficulty to data mining [1] and pattern recognition [8]. Feature selection [12, 13] is 

regularly used as a pre-processing step to data mining and knowledge discovery. It selects 

an optimal subset of features from the feature space according to a certain evaluation 

criterion. Also, all the measured variables of these high-dimensional datasets are not 

relevant for understanding the underlying phenomena of interest. This enormity may cause 

serious problems to many machine learning algorithms with respect to scalability and 

learning performance. Therefore, it is very effective for removing irrelevant and redundant 

features, increasing efficiency in data analysis like clustering [22] and classification 

techniques [14, 15]. 

A key objective of machine learning [32] research is the dimension reduction of both the 

static and dynamic dataset for relevant feature selection applied prior to extract interesting 

rules and patterns from the large repository of data. Feature selection methods [12, 13] select 

a minimal subset of K features from the original set of D features (K ≤ D), so that the feature 

space is optimally reduced. It improves the performance of the learning algorithms, reduces 

the computational cost, and provides better understanding of the datasets. As a result, 

efficiency and acceptability of the system increases. 

As datasets changes with time, it is very time consuming or even infeasible to run repeatedly 

the same feature selection algorithm on whole dataset. Incremental learning [33] is a 

technique where the learning process occurs on new data comes incrementally together with 

the existing data. As an application of incremental learning, the field of agriculture is 

considered in the thesis and incremental feature selection algorithm is devised integrating 

rough set theory and genetic algorithm to select important features of rice disease from rice 

disease dataset [34], which may change over time. 

1.1.2 Classification Analysis: 

Classification [14, 15] is a data mining technique used to predict class label of objects in unseen 

dataset based on the training provided earlier to classify the instances. Classification is a 

supervised learning method, where number of class labels and their values are known a 

priori.  

Classification and prediction are two forms of data analysis methods to building models 

describing important data classes or to predict future data trends. 

a. Classification Algorithm: 

Data classification [14, 15] is a two-step process. In the first step, a model (or classifier) is 

built describing a predetermined set of data classes or concepts. The model needs to validate 

and finally used for classification of new datasets. Prediction can be viewed as the use of a 

model to assess the class of an unlabelled sample, or to assess the range of values of an 

attribute within which a given sample may belong. In this perspective, classification, and 

regression [15] are used to deal two major types of prediction problems. Classification is used 

to predict unseen objects with discrete values while regression is used for continuous or 

ordered values.  
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There are various classification methods [14] but none of them can efficiently handle 

voluminous datasets. Building efficient classifier to extract meaningful knowledge from the 

huge amount of data is the primary concern to the data mining research community. A 

promising technique is Rough Set Theory (RST) [17-20] which is used to analyze voluminous 

data, based on the concept of granular objects where each granule represents similar classes.  

It is a new mathematical tool used to handle vagueness in data without any prior information 

unlike fuzzy set theory [35] or probability theory [36]. The model generated by the learning 

algorithm should both fit the input data well and correctly predict the class labels of samples. 

For example, decision trees [5] represent the knowledge in a tree structure, instance-based 

algorithms, such as nearest neighbour [37], use the instances to represent what is learned, 

Bayes method [7] represents the knowledge in the form of probabilistic approach and so on. 

b. Classification Evaluation: 

Evaluation is the major issue to measure the success of classification model in data mining 

field. To evaluate performance of classification algorithms [37], one way is to divide samples 

into two sets, training samples and test samples. Training samples are used to build a 

learning model while test samples are used to judge the performance of the classifier. The 

test samples are supplied to the model, having their unknown class labels, and then their 

predicted class labels assigned by the model are compared with their corresponding original 

class labels to calculate prediction accuracy. Holdout and cross-validation are most common 

techniques [37] for validation of classifiers and performance metrics such as sensitivity, 

specificity, precision, recall, and F-Measure [38] are often used to evaluate the performance 

of the classifier. Some statistical measures like Wilcoxon’s Rank sum test [39], t-test [40], 

chisquare test [41] etc. are also very useful to check if the generated models are statistically 

significant or not. 

1.2 Book Contribution: 

Researchers are working on multi-dimensional dataset for performing different data 

analysis jobs. However, most of them follow a systematic approach and does some 

predetermined activities while analyzing dataset using pre-processing [10-11] and 

classification techniques [14, 15]. The book establishes the fact that an integrated approach 

towards performance-based analysis is one of the necessities for designing efficient method 

to discover new knowledge. In order to satisfy the above requirements, the book aims at 

contributing towards development of a hybrid framework by building performance-based 

preprocessing, and classification method using rough set theory, graph theory, statistical 

approach and evolutionary techniques to extract important and meaningful knowledge from 

the standard dataset. 

The aim of the book is to exploit data mining techniques in both the static and dynamic 

environment for feature selection and classification problems, such as (i) identifying the 

most relevant features (ii) select significant feature subset (iii) classifier construction and 

(iv) ensemble classifier design for classification. 

The contributions made in the book are summarized below. 
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1.2.1 Feature Selection in Static Environment: 

Feature selection is become very necessary job for data analysis when facing high 

dimensional data. Rough Set Theory (RST) [17-20], a new mathematical approach to imperfect 

knowledge, is popularly employed to evaluate significance of features and helped to find 

out the optimal number of sufficient features called reduct. The main advantage of rough 

set theory in data analysis is that it does not need any preliminary or additional information 

about data like probability in statistics [36], basic probability assignment in Dempster-Shafer 

theory [42], grade of membership or the value of possibility in fuzzy set theory [35] and so on. 

But finding reduct by exhaustive search of all possible combinations of features is an NP-

Complete problem and so some heuristic approaches need to be applied. 

a. A novel single reduct generation method (SRG) [43] has been presented in the book for 

selection of important features or attributes from the decision system. Method proposes a 

new kind of indiscernibility relation called relative indiscernibility based on rough set 

theory [17-20]. In SRG, relative indiscernibility gives relatively indiscernible objects based on 

an attribute, relative to decision attribute. Here, relative indiscernibility relation induces 

partitions of objects from which degree of similarity or similarity factor between two 

attributes is measured and an attribute similarity (ASS) set is obtained. The similarities with 

similarity factor less than average similarity value are removed from ASS and an attribute 

similarity table is constructed. From the table, the attribute similar to maximum number of 

attributes is selected so that the resultant minimum set of selected attributes (called reduct) 

cover all attributes of the attribute similarity table. It is observed that average accuracy by 

SRG method is much higher than that by some existing standard feature selection technique. 

b. In the book, a graph based reduct generation method (GRG) [44] is proposed by combining 

the concept of relative indiscernibility relation [17-20] of RST and Minimal Spanning Tree 

(MST) [45] of graph theory [21]. Similar to SRG method, relative indiscernibility relation 

induces partitions of objects from which degree of similarity or similarity factor between 

two attributes is measured and an attribute similarity (ASS) set is obtained. Attribute 

similarities of ASS with similarity factor less than average similarity value are removed and 

a directed weighted graph is constructed based on the reduced ASS set, where weight of an 

edge is the inverse of the corresponding similarity factor. Then a minimal spanning tree is 

obtained from the directed graph using Chu-Liu/Edmonds algorithm [46]. The tree represents 

all important similarities of attributes by its edges which help to find out all the information-

rich attributes. To generate reduct, a root (which has no incoming edge) of the spanning tree 

is selected first and all its outgoing edges are removed. Then another vertex of the maximum 

out-degree is selected and associated outgoing edges are removed. This process continues 

until the edge set of the tree becomes empty and all the selected vertices form a reduct. The 

results show that the new method is good enough and often gives better accuracy than some 

existing methods in most of the cases. 

c. In the book, a novel heuristic approach for the generation of multiple reduct set (FSBR) 
[47] is proposed. The method computes the compact reduct set based on the concepts of 

discernibility relation and attribute dependency of the rough set theory [17-20]. Firstly, a 

discernibility matrix is constructed from the decision system based on which the core and 

noncore attributes are identified. Then, rank of all noncore attributes is calculated from their 

frequency in the discernibility matrix.  



Development of Intelligent Prediction System using Data Mining Techniques 

6 

 

The heuristic of this method is that the attribute with higher rank attribute is more important 

than the lower ranked attributes. The higher ranked noncore attribute is added to the core in 

each iteration provided attribute dependency of the resultant set increases and subsequently 

a reduct (final resultant set) is formed after certain iteration when dependency of the 

decision attribute on the resultant set is equal to that of the decision attribute on the whole 

condition attribute set.  

The same process is repeated with the core and remaining noncore attributes for generating 

other reducts using forward selection method. Then an efficient backward removal process 

is applied to generate a compact set of reducts removing irrelevant attributes selected during 

forward selection. The experimental result shows that, the accuracy given by various 

classifiers is also comparable with that of the popular existing methods. 

d. A multiple reduct generation method (MRG) [48] is proposed using the concept of Rough 

Set Theory [17-20] and clustering algorithm [22] to select the multiple feature subset from a 

decision system.  

Here, projection of dataset based on two conditional attributes such as Ci and Cj is taken and 

K-means or K-prototype clustering algorithm is applied on it based on the nature of the 

dataset, where K = number of distinct values of decision attribute set D of the dataset to 

obtain K clusters. Also, the dataset is clustered into K-groups using Indiscernibility relation 

applied on the decision attribute set D. Then the connecting factor k of combined conditional 

attributes (CiCj) with respect to D is calculated using two cluster sets and attribute 

connecting set ACS = {(CiCj

𝒌
→D) for all Ci, Cj ∈ C, Conditional attribute set, and D (Decision 

attribute set)} is formed. Each element (CiCj

𝒌
→D) ∈ ACS implies that Ci and Cj connecting 

together partition the objects that yields (k*100) % similar partitions yield by D. Then an 

undirected weighted graph with weights as the connecting factor k is constructed using 

attribute connecting set ACS. Finally based on the weight associated with edges, and the 

degree of the vertex, the reducts are generated. The results show that the MRG method is 

good enough and often gives better accuracy than some existing methods in most of the 

cases. A comparative study of all the proposed feature selection methods [43, 44, 47, 48] is 

performed to demonstrate their merits and demerits so that it will be easier to decide which 

one is better for designing classifier for class label prediction of unknown objects in the 

datasets. Statistical analysis is done to measure the significance of all the proposed methods 

in comparison with other competitive methods.  

1.2.2 Feature Selection in Dynamic Environment: 

a. A novel dynamic reduct generation technique (DRED) [49] has been discussed in the book 

for generation of multiple reduct for incremental data where new data are added 

continuously to the existing data. The proposed method discovers the knowledge from this 

incremental data [50-56]. The method analyses the new dataset, when it becomes available, 

and modifies the reduct accordingly to fit the entire dataset. The concepts of discernibility 

relation and attribute dependency of Rough Set Theory [17-20] are used for the generation of 

dynamic reduct set. The DRED method is applied on the static dataset after converting it 

into incremental dataset, the original decision system is divided into two subsystems such 

as old and new subsystems.  
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When the algorithm is first run for the initial subsystem, no previous reduct information is 

available; so FSBR algorithm [47] is applied on old subsystem to generate a set of reducts 

for the old dataset. Subsequently, when newly arrived decision subsystem is become 

available then the previous reduct set with the new subsystem determines a set of dynamic 

reducts of the whole system using DRED algorithm. The method is compared with various 

state-of-the-art methods to demonstrate the effectiveness of the proposed method. 

b. A genetic algorithm (GA) based group incremental feature selection method (IFS) [57] is 

also discussed in the book, where the method selects the features dynamically using the 

concept of rough set theory and the genetic algorithm. Here GA [23] is applied only on newly 

added group of objects of small to moderate size on regular basis so the great issue of using 

it for its larger complexity may be optimized in most of the applications. The novelty of the 

IFS algorithm is that it can select features both in static and dynamic environment and no 

prior statistical information of the data is required.  

The method generates a population of size M randomly, where the length of each binary 

chromosome is |A| = N (Total number of features). Let A = {B1, B2, B3, …, BN}, and the i-th 

bit of a chromosome ch corresponds to attribute Bi. All ‘1’s’ in chromosome ch correspond 

to an attribute subset, i.e., A1  A. To check if A1 is a reduct of the new subsystem, the fitness 

value of the chromosome ch is computed.  

The fitness function of GA [23] is defined using the concept of positive region overlap in 

rough set theory for new group of added data and the reduct obtained from the old existing 

data. The fitness function determines the quality of a solution in the population and thus, a 

strong fitness function is imperative for obtaining good results. The algorithm has been 

applied on experimental benchmark datasets to demonstrate its effectiveness. 

A comparative analysis of both the proposed incremental feature selection methods [49, 57] 

with other existing non-incremental and incremental method is performed to show the 

efficacy of the proposed methods. Statistical analysis is done to measure the significance of 

both the proposed incremental methods in comparison with other competitive methods. 

1.2.3 Classifier Construction: 

Analysis of huge data is utmost important though development of new mechanisms to 

handling the data lag behind with the enormous growth, resulting a huge volume of data 

retained without being studied. Modeling static and time variant or dynamic data for 

classification plays an important role in data mining. In the thesis, several different 

classification models for both the static and dynamic environment have been presented to 

classify the dataset. 

a. In the book, a classification model (CGRG) [58] for the static data is discussed based on a 

single feature subset obtained by the feature subset selection method GRG [43]. Based on 

these selected features, classification rules are generated by constructing decision matrix 
[59], a concept of rough set theory [17-20]. The algorithm has been applied on benchmark 

experimental datasets and compared with various existing classification algorithms to 

demonstrate the effectiveness of the constructed classification model. 
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b. In the book, a novel ensemble classifier system (ECS) [60] is also constructed. Here, an 

ensemble classification algorithm has been designed and discussed for construction of an 

optimal ensemble classification system (ECS) using the concept of Rough Set Theory (RST) 
[17-20] and Genetic Algorithm (GA) [23]. In the first phase, a best performing feature selection 

algorithm is used to select the important features from the decision system. Here, multiple 

reduct generation algorithm (MRG) based on the concept of Rough Set Theory and 

clustering algorithm, is used to select only the important feature subset called reducts of the 

dataset. Now, from each reduct, rule-based classifier is constructed using the concept of 

association rule mining [61, 62]. In this way, base classifier models, one for each reduct are 

generated. In the second phase, base classifiers are fused, and an optimal ensemble classifier 

system (ECS) is developed using GA with a suitable fitness function having the objective 

to maximize the classification accuracy of the ensemble classification system.  Performance 

of the classifier is measured to express its effectiveness. Here, combination of the best 

performing classifiers performs better compared to a single one, as objects which are not 

classified by one classifier may be classified by another classifier. The ECS method can use 

any number of classifiers.  

c. In the book, a classifier for incremental data has been constructed (IPSO) [63] with an 

objective to develop a rule based incremental classifier [64-66] for the incremental datasets. 

In the developed method, the incremental classifier is designed with the aim that the number 

of classification rules will be optimal. In the proposed incremental classifier, optimized 

classification rules are generated for the incremental data dynamically using the concept of 

association rule mining and Particle Swarm Optimization algorithm (PSO) algorithm with 

a novel fitness function. The algorithm handles incremental data effectively by modifying 

the existing knowledge base whenever new data are available. In the method, firstly PSO 
[67-69] based training process is performed on the existing dataset to find out the initial 

optimal classification rules for existing dataset. When a new group of data arrives, 

incremental PSO (IPSO) is run using existing classifier and new group of data to develop a 

dynamic classifier. So, the proposed IPSO algorithm analyzes the new dataset in every 

interval of time and updates the previous knowledge base dynamically with a reduced 

training time. To judge the performance of the incremental classifier IPSO, proposed 

method has been applied on experimental benchmark datasets and compared with various 

state of the art non incremental and incremental classification algorithms. 

In classification system, each of the categories has their own learning strategies to classify 

the instances. A comparative study and performance analysis in terms of statistical measures 

of all these classification methods and existing state of the arts methods are presented in the 

book. Statistical analysis is done to measure the significance of all the developed static and 

incremental classification methods in comparison with other existing competitive methods. 

1.2.4 Application of the Data Mining Methods in the Field of Agriculture: 

Application of data mining technology in agricultural field for disease prediction is a 

challenging task due to the wide variation of crops, associated diseases, and dependency on 

human being to collect information from the field. In this chapter of the book, developed 

feature selection and classifier construction methods have been applied in rice images to 

predict different rice plant diseases.  
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The incremental algorithms are very useful in this field as day-by-day the characteristics of 

the diseases change with the time due to changes of climate, biological, and geographical 

factor. In this dynamic environment new disease data are added with the existing data, so to 

predict the rice diseases in this dynamic environment, an efficient incremental automated 

intelligent system is necessary. Opinion of experts processing and analyzing of information 

to extract knowledge are the key issues addressed in this chapter of the book for developing 

automated cost-effective rice disease classification system.  

Here, rice disease dataset [34] is considered to select important features in incremental way 

for disease classification. For the rice disease dataset, features based on color, shape, 

position, and texture are extracted [34] from the infected rice plant images [34]. However, it is 

observed that classification accuracy to detect diseases is not proportional to the number of 

features, rather a smaller number of features but more significant ones. Therefore, feature 

selection is an important step for accurately classifying rice diseases based on the extracted 

features. So, the best feature selection methods in static and dynamic environment have 

been used for feature selection by removing irrelevant and redundant features for 

classification of rice diseases. Then the reduced dataset with the selected features is fed into 

the developed classifiers to generate the important classification rules in static as well as in 

dynamic environment to predict the different rice diseases to take the precautionary 

measures at an early stage to protect the crop as well as to provide help to the farmers. 

1.3 Organization of the Book: 

The chapters of the book are organized as follows. Overview of the feature selection and 

classification analysis is presented in Chapter 2.  In particular, this chapter provides a 

thorough study of the mostly used feature selection and classification algorithms. Chapter 

3 presents the static feature selection methods for identification of important feature subset 

using Rough Set Theory, graph theory, clustering algorithm, and different mathematical and 

statistical approaches and applied to different benchmark datasets to achieve the optimum 

set of features. Chapter 4 presents the incremental feature selection methods for identifying 

the important feature subset in dynamic environment using Rough Set Theory and 

evolutionary algorithms.  

The work on feature selection methods both in static and dynamic environment provides a 

through comparative study of all the proposed algorithms based on the experimental results 

to determine the best method, which ultimately is used for constructing the classifier. 

Chapter 5 presents the construction of classification systems in static and dynamic 

environment based on the reduced datasets. Single classifier is not always a very good 

predictor for all the problems, so the ensemble of classifier takes an important role for that 

purpose. The best combination of classifiers by fusing the different base classifiers 

integrating genetic algorithm and rough set theory is presented in this chapter. A novel 

incremental classifier designing method is proposed for the dynamic environment where 

data are gradually available with the varied time. Chapter 6 discusses the application of 

both the static and incremental feature selection methods and classification algorithm in the 

agricultural domain for predicting diseases of rice crops. Chapter 7 concludes the summary 

of the work along with its limitations and future scopes.  
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Chapter 2 

Chapter 2: Data Mining Tools and Techniques-

Overview and Concept 

2.1 Introduction: 

In this era of big data, every real-world dataset contains huge number of attributes and 

objects. Processing and analyzing of such high dimensional dataset are a challenging task 

for traditional machine learning system. Rapid advancement of database and knowledge 

discovery tools and technologies plays a fundamental role for intelligently and 

automatically transform the processed data into useful information and knowledge for data 

mining and pattern recognition. The data mining process mainly consists of data 

preprocessing (such as missing value estimation, data dimension reduction and feature 

selection), pattern generation, knowledge prediction, and its interpretation. 

Many datasets have missing data values due to the error in manual data entry processes, 

measurements, equipments etc. Due to missing values in the dataset, it becomes difficult to 

handle and analyze the dataset without any biasness and thus efficiency of the system 

degrades.  

Many existing techniques are available to deal with such missing values. Missing values are 

handled by different estimation methods [70, 71, 72, 73, 74] including missing value imputation 

by zero (0) value, most common value, mean or median and data mining algorithms like k-

nearest neighbor [37, 74,], neural networks [3, 74], and association rules [61] etc. 

Dimension reduction and feature selection [12, 13, 75-78] play a vital role in research interests 

in many application domains in recent years. Real world dataset contains large number of 

attributes and objects. Learning algorithm gives poor performance when these huge datasets 

are given as input to it for proper analysis. So, from these huge dataset most useful 

attributes/features need to be extracted for better understanding of the data with lesser 

computational complexity.  

Dimension reduction solves this problem by removing the irrelevant, redundant, and noisy 

features. The aim of feature selection is to find a minimum set of relevant features that 

preserves all the essential information of the system and contribute the maximum to the 

decision system. Feature selection [12, 13, 75 - 78] has been widely used in many progressive 

research areas such as bioinformatics, agriculture, social network, image, and signal 

processing and so on. 

Clustering and classification are the two most commonly used data mining technology to 

analyze the dataset. The partitions or grouping of objects into different categories is the 

subject of cluster analysis.  
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Cluster analysis [22, 79] searches the structures in data and classifies these structures into 

categories such that the degree of association is high among structures of same category and 

low between structures of different categories. Cluster analysis plays an important role for 

understanding various phenomena underneath in the datasets by applying either hard or soft 

partitioning of data. Classification analysis [15, 80] like cluster analysis [22, 79] plays an 

important role for understanding the various intrinsic properties hidden in the datasets.  

Classification is a form of data analysis used in decision making by extracting data models 

from the huge repositories. Such models describe important data classes and provide a better 

understanding of data. Classification is a process used to predict future data trends by 

categorical (discrete, unordered) labels. Recent data mining techniques [2] has developed 

several scalable classification techniques [81, 82] capable of handling large amount of data 

In the chapter, initially description of experimental datasets together with the most 

important data preprocessing activity such as different feature selection techniques related 

to the work is reviewed. Then for analysis of the data, different clustering algorithms, 

classification algorithms and classifier validation method based on statistics, computer 

science and machine learning are reviewed. 

2.2 Experimental Dataset Description: 

The book focuses on analysis of different benchmark datasets and one simulated dataset 

using data mining techniques [1, 2], such as feature selection [12, 13], and classification [14, 15] of 

objects with an aim of making researchers aware of the benefits of such techniques when 

analyzing these dataset [27, 28, 34]. 

In the experiment, the datasets 𝑀𝑛×𝑚 are represented as decision system and expressed in 

the form of a matrix according to which each row represents an object, and each column 

represents an attribute or feature. The datasets consist of two types of attributes namely 

conditional attributes and decision attribute.  

Each object is characterized by a class label represents the decision value. The used 

experimental datasets conform to the standard data format of machine learning algorithm 

and data mining. The ten popular benchmark datasets and one simulated rice disease dataset 

is used in the thesis for experiment purpose are summarized below. 

2.2.1 Wine Dataset: 

Raw Data: The raw data is available in UCI ML repository [27].  

Description:  The dataset consists of 13 conditional attributes, 1 decision attribute with 3 

decision classes and 178 instances. All attributes are continuous. 

2.2.2 Heart Dataset: 

Raw Data: The raw data is available in UCI ML repository [27]. 

Description: The dataset consists of 13 conditional attributes, 1 decision attribute with 2 

classes and 270 instances. Attributes are categorical, integer, real in nature. 
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2.2.3 Glass Dataset: 

Raw Data: The raw dataset is available in UCI ML repository [27]. 

Description: The dataset consists of 9 attributes, 1 decision attribute with 6 decision classes 

and 214 instances. All attributes are continuous.  

2.2.4 Zoo Dataset: 

Raw Data: The raw data is available in UCI ML repository [27]. 

Description: The dataset consists of 16 conditional attributes, 1 decision attribute with 7 

classes and 101 instances. Attributes are real in nature. 

2.2.5 Dermatology Dataset: 

Raw Data: The raw data available in UCI ML repository [27].  

Description: The dataset consists of 33 attributes 1 decision attribute with 6 classes and 

366 instances. Attributes are real in nature. 

2.2.6 Mushroom Dataset: 

Raw Data: The raw data available in UCI ML repository [27].  

Description: The dataset consists of 21 conditional attributes, 1 decision attribute with 2 

classes and 5644 instances. All attributes are categorical in nature. 

2.2.7 Coil20 Dataset:  

Raw Data: The raw data available in scikit-feature feature selection repository [28].  

Description: The dataset consists of 1024 conditional attributes, 1 decision attribute with 

20 classes and 1440 instances. Attributes are real in nature. 

2.2.8 Orl Dataset: 

Raw Data: The raw data available in scikit-feature feature selection repository [28].  

Description: The dataset consists of 1024 conditional attributes, 1 decision attribute with 

40 classes and 400 instances. Attributes are real in nature. 

2.2.9 Allaml Dataset: 

Raw Data: The raw data available in scikit-feature feature selection repository [28].  

Description: The dataset consists of 7129 conditional attributes, 1 decision attribute with 2 

classes and 72 instances. Attributes are real in nature. 

2.2.10 Leukemia Dataset: 

Raw Data: The raw data available in scikit-feature feature selection repository [28].  
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Description: The dataset consists of 7070 conditional attributes, 1 decision attribute with 2 

classes and 72 instances. Attributes are discrete in nature. 

2.2.11 Rice Disease Dataset: 

Raw Data: The raw data is available in [34].  

Description: The dataset consists of 37 conditional attributes, 1 decision attribute with 3 

classes and 500 instances. Attributes are continuous in nature. 

2.3 Feature Selection: 

The complexity of any classifier depends on the number of the given inputs. This determines 

both the time and space complexity and the necessary number of training examples to train 

such a classifier. So, dimensionality of the problem needs to be reduced. Decreasing 

dimension also decreases the complexity of the inference algorithm during testing. When 

data can be explained with fewer features, a better idea about the process that underlies the 

data can be achieved and this allows knowledge extraction. When data can be represented 

in a few dimensions without loss of information, it can be plotted and analyzed visually for 

structure and outliers. Recently, an increasing number of applications in different fields 

produces massive volumes of very high dimensional data [83, 84, 85] under a variety of 

experimental conditions, which cause trouble in clustering and classification. 

Dimensionality reduction and feature selection [12, 13, 75-78] is an important prepossessing step 

before clustering and classification. The reduced feature set should have the same 

characteristics as the entire feature set in the system. 

2.3.1 Issues Regarding Feature Selection: 

Feature selection algorithms [12, 13, 75-78, 86] perform a search through the space of feature 

subsets, and address mainly three basic issues affecting the nature of the selection [86]. The 

general feature selection method is shown in Figure 2.1. 

 

Figure 2.1: General feature selection process 
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In this stage, a search method is followed to generate a subset of features for evaluation. 

Searching can be done in forward direction where search process starts with no features and 

iteratively add another feature.  

On the other hand, Searching can be done in backward direction where search process starts 

with all features and iteratively remove them. Another alternative can be there where search 

process starts somewhere in the middle and move both direction for the generation of feature 

subset. 

An exhaustive search in the feature subspace is exorbitant for all but a little number of initial 

features. In the exhaustive search, with an initial feature there exist 2n possible feature 

subsets. So heuristic search approaches are more practical than exhaustive ones and often 

give good results, but there is no guarantee for obtaining the optimal feature subset. 

a. Evaluation Strategy: 

Suitability of a feature subset is evaluated by the evaluation function of the feature selection 

algorithms for machine learning. In the filter [86] method without involvement of any 

learning algorithm, irrelevant features are filtered out from the dataset before learning 

begins. These algorithms [86] use heuristics based on general properties of the dataset to 

evaluate the goodness of feature subsets. In the wrapper [86], method an induction algorithm 

along with a statistical re-sampling approach is used to estimate the final accuracy of the 

feature subsets. 

b. Stopping Criterion: 

A stopping criterion is always checked in each iteration regarding the termination of the 

search process. According to the evaluation criteria, a feature selection algorithm might stop 

adding or deleting features when none of the candidate feature subset improves upon the 

goodness of a current feature subset. The algorithm continues to modify the feature subset 

without degrading the quality. 

2.3.2 Feature Selection Methods: 

Naturally a feature selection method will employ on a given training dataset in order to 

make a decision about which feature subset to be selected. There are so many feature 

selection methods available in the literature [86]. These are discussed in the following 

sections. 

a. Filter Method: 

The filter method selects the best feature subset using a feature ranking function which 

calculates the relevance score of each feature. Naturally, the features having higher rank are 

more relevant. When the conclusion variable is binary and the features are numeric in 

nature, usual ranking functions are the signal-to-noise ratio (SNR) [87] for each feature, 

defined in Equation (2.1) and the Fisher discriminant ratio (FDR) [88] given for each feature 

defined in Equation (2.2). 
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𝑆𝑁𝑅𝑖 =
|𝜇1 − 𝜇2|

𝜎1 + 𝜎2
                                                                 (2.1) 

𝐹𝐷𝑅𝑖 =
(𝜇1 − 𝜇2)

2

𝜎12 + 𝜎22
                                                              (2.2) 

Where μ1 and μ2 are the mean of the feature for class 1 and class 2, respectively and σ_1 

and σ2 are the standard deviation for class 1 and class 2, respectively. 

The Figure 2.2 shows the general filter method for feature selection. 

 

Figure 2.2: Filter approach for feature selection 

The filter approach is successful in most of the applications but disadvantage of choosing 

this method is that features are evaluated independently, no correlation between the features 

are considered. But it may happen that individually two features are ineffective in 

classification but the combination of those two features is effective and useful [89]. 

b. Wrapper Method: 

In the wrapper method [86, 90, 91], feature subsets are selected by the searching of the whole 

of feature subsets and test performance of every subset is done with the direct involvement 

of the learning algorithm.  

The feature subset that provides the best performance is selected for final use. Clearly, if 

there are n features in total, 2n possible subsets to be searched. Such an exhaustive search is 

impractical, so most of the wrapper algorithms incorporate a heuristic function to reduce 

the search space.  

This procedure involves either forward selection, addition of features one at a time or 

backward selection, removing of features one at a time, until some stopping condition is 

achieved. Furthermore, a bidirectional selection method is also available that involves 

addition or deletion of a feature at every step. The Figure 2.3 shows the general feature 

selection technique by wrapper method. 
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Figure 2.3: Wrapper approach for feature selection 

The application of wrapper method in machine learning is relatively current [92]. The 

disadvantage of the wrapper method is that it tends to be computationally exhaustive and 

the use of a heuristic function to improve the search space can be ad hoc. 

Generally, the filter methods outperform in terms of prediction accuracy, but are relatively 

more computationally expensive.  

Wrappers often achieve better results than filters due to the fact that they are tuned to the 

definite dealings between an induction algorithm and its training data. 

c. Principal Component Analysis: 

Principal Component Analysis (PCA) [93, 94] is a popular statistical data pre-processing 

method that selects features as principal components by transforming the original high 

dimensional features into lesser number of uncorrelated features.  

PCA finds principal components that are linear combinations of original features such that 

they are orthogonal to each other and capture maximum amount of variance in the data. 

Generally, it is possible to capture high variance using only a small number of principal 

components. 

In order to find principal components, covariance matrix of original data is calculated and 

all the eigen values are derived. Eigenvectors those are associated with the largest eigen 

values are selected as principal components. 
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Though PCA is a popular dimension reduction method used in many applications, but now 

a day’s non-linear dimension reduction methods are also getting popularity due to certain 

limitation of PCA. PCA suffers from some of the following limitations. 

• It considers linear relationships between variables. PCA is less efficient for 

bioinformatics datasets where data have inherently non-linear structure.  

• Its interpretation is valid if all of the variables are thought to be scaled at the numeric 

value.  

• It does not consider probabilistic model organization which is significant in many 

contexts such as mixture modelling and Bayesian decision. 

• If PCA tries to transform non-linear structure into low dimensional space, most of the 

structure information is lost due to the use of linear distance measures like Euclidean 

and Manhattan distance. 

b. Correlated Feature Subset Selection: 

The importance of a feature or a feature subset is judged by the parameters such as its 

redundancy and relevancy. A feature is redundant if it is very much correlated with other 

features. So, the redundancies can be detected by the correlation analysis. Considering any 

two features, correlation analysis can measure how strongly one feature is related to the 

other, based on the available information.  

Correlation between two features can be computed by calculating correlation coefficient for 

numerical datasets. On the other hand, a relevant feature is always predictive of the decision 

feature, otherwise features are considered as irrelevant. So objective is to find out a good 

feature subset consists of the features that are uncorrelated with each other and extremely 

correlated with decision feature then it will be regarded as a good feature for the 

classification task. In this logic, the problem of feature selection needs a suitable measure 

of finding the correlations between features and a novel method to select features based on 

this measure. There exist many methods [95, 96] to evaluate the correlation between two 

arbitrary variables. One is based on classical linear correlation coefficient measure, defined 

in Equation (2.3). 

𝑅 =
𝑛(∑𝑎 × 𝑏) − (∑𝑎)(∑𝑏)

√(𝑛∑𝑎2 − (∑𝑎)
2
)(𝑛∑𝑏2 − (∑𝑏)

2
)

                             (2.3) 

Where, a and b are the two relative features, n is the total number of features, and the value 

of R is in the range -1 < R < +1. 

c. Information Gain based Feature Selection: 

The method removes the redundant and irrelevant features from the feature space selecting 

suitable and relevant features of the dataset. It brings the direct effects on speeding up of 

data-mining algorithm, improving the dataset quality and the performance of data mining 

process. 
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There are many features evaluation functions [97] such as information gain, gain ratio, 

symmetrical uncertainty, relief-F, one-R and chi-squared.  

Entropy [97] is a commonly used metric in the information theory, which characterizes the 

purity of an arbitrary collection. It is in the foundation of Information gain attribute ranking 

methods. The entropy measure [97] is considered as a measure of irregularity of system. 

The entropy of the attribute Y is defined in Equation (2.4). 

𝐻(𝑌) = −∑𝑝(𝑦) log2(𝑝(𝑦))

𝑦∈𝑌

                                                               (2.4) 

Where, p(y) is the probability density function for the random variable 𝑦 ∈ 𝑌. If the 

observed values of Y in the training dataset are partitioned according to the values of second 

feature X, and entropy of Y with respect to the partitions induced by X is less than the entropy 

of Y prior to partition, there is a relationship between the features Y and X.  The entropy of 

Y after observing X is defined in Equation (2.5). 

𝐻(𝑌 𝑋) = −∑𝑝(𝑥)∑𝑝(𝑦 𝑥) log2(𝑝(𝑦 𝑥))⁄⁄

𝑦∈𝑌𝑥∈𝑋

⁄                              (2.5) 

Where, 𝑝(𝑦 𝑥)⁄ is conditional probability of y given x. Given the entropy as a criterion of 

impurity in a training set, additional information about Y provided by X is measured that 

represents the amount by which the entropy of Y decreases. This measure is known as 

information gain (IG), given by Equation (2.6). 

𝐼𝐺 = 𝐻(𝑌) − 𝐻(𝑌 𝑋) = 𝐻(𝑋) − 𝐻(𝑋 𝑌)⁄⁄                                           (2.6) 

IG is a symmetrical measure. The information gained about Y after viewing X is equal to 

the information gained about X after observing Y. A weakness of the information gained 

criterion is that it is influenced in support of features with more values even when they are 

not more informative. 

d. Rough Set Theory based Feature Selection: 

Rough Set Theory is a soft computing technique proposed by Z. Pawlak [17] for handling 

vague, inconsistent and uncertain data. Rough Set Theory is very useful technique to select 

important features from an information system in data mining field.  

An information system can be represented as I = (U, A), where U is the universe of discourse 

with a finite number of instances or objects and A is the number of attributes defined on U.  

The information system becomes a decision system when a decision attribute D is present 

in the system. Then the system can be represented as a decision system DS = (U, A, D), 

where U is the universe of discourse where A and D denotes the conditional attributes and 

the decision attributes respectively.  
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Rough set is defined in terms of a pair of sets, namely lower approximation, and upper 

approximation of the original set. Indiscernibility relations and set approximations are the 

fundamental concepts of the Rough Set Theory (RST) [17-20]. 

• Indiscernibility Relation: The indiscernibility relation can be described as an 

equivalence relation where two instances are equivalent if they are not discernible by 

their properties. Suppose the universe U = {x1, x2..., xn} consists of n instances and for 

any subset of attributes, KA, there is an associated K-indiscernibility relation IND (K), 

given in equation (2.7). 

𝐼𝑁𝐷(𝐾) = {(𝑥, 𝑦) ∈ 𝑈2|∀𝑎 ∈ 𝐾, 𝑎(𝑥) =  𝑎(𝑦)}      (2.7) 

If (x, y) IND (K), then x and y are indiscernible with respect to attribute set K. IND (K) 

actually partitions the set of instances into equivalence classes [x]K. The instances in an 

equivalence class are indiscernible with respect to the attribute set K and any two instances 

of different equivalence classes are discernible with respect to K.  

• Lower and Upper Approximation: The lower approximation of a target set X with 

respect to any subset of attributes, says K  A, is the set of all instances that certainly 

belong to X, defined mathematically in equation (2.8). 

𝐾𝑋 = {𝑥|[𝑥]𝐾 𝑋}            (2.8) 

To determine the lower approximation of a target set X for the attribute subset K, U is 

partitioned into equivalence classes [x]K using IND(K), given in equation (2.7). In the same 

way, equivalence classes [x]D is formed using equation (2.7) for the decision attribute set D. 

Let, U/K= {[x]K/ [x]K is an equivalence class induced by IND(K)} and U/D= {[x]D/ [x]D is an 

equivalence class induced by IND(D)} are the two partitions of instances in U. Now, each 

class X∈U/D is considered as the target set. The lower approximation set 𝐾𝑋 with respect 

to K is computed using equation (2.8), whose elements are certainly members of U/K. The 

positive region POSK(D) is calculated by taking the union of the lower approximations 

𝐾𝑋 under K for all targets set X∈U/D, given in equation (2.9).  

𝑃𝑂𝑆𝐾(𝐷) = ∪𝑋∈𝑈/𝐷 𝐾𝑋                     (2.9) 

The upper approximation of the target set X with respect to K is the set of all instances that 

can possibly belong to X, as defined in equation (2.10). 

𝐾X = {𝑥|[𝑥]𝐾 ∩ 𝑋 ≠ ∅}        (2.10) 

Boundary region of a target set X is defined as the region of uncertainty consists of those 

instances that neither be considered nor be ignored as the member of the target set X. Thus, 

the boundary region 𝑩𝑵𝑫𝑲(𝑫)for all target sets of the decision system (actually, all target 

sets are elements of set U/D) is defined by the equation (2.11). 

𝑩𝑵𝑫𝑲(𝑫) = ∪𝑋∈𝑈/𝐷 𝐾𝑋 − ∪𝑋∈𝑈/𝐷 𝐾𝑋      (2.11) 
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Obviously, if 𝑩𝑵𝑫𝑲(𝑫) is empty, then the decision system is precisely defined; otherwise, 

there are some uncertainty or impreciseness in the system. Due to this impreciseness, there 

is some lack of information to fully characterize the decision system. To handle such 

impreciseness of the system, rough set theory is considered for many features selection 

method.  

• Attribute Dependency and Reduct: In RST, the concept of attribute dependency is 

stated very clearly to determine which attributes are strongly related to which other 

attributes in the decision system. Let us consider, two disjoint attribute subsets, K and 

Q of A and find out the degree of dependency present between them. Each attribute 

subset K and Q induces two equivalence classes [x]K and [x]Q respectively.  Then, the 

dependency of Q on K is denoted by γK(Q) and is defined in equation (2.12). 

γK(Q) =
∑ |𝐾𝑋𝑖|
𝑁
𝑖=1

|𝑈|
              (2.12) 

Where, Xi is a class of instances in [x]Qi = 1, 2, …, N. 

The dependency value of D on K (i.e., γK(D)) which is in the range [0, 1], is calculated using 

equation (2.12). From the definition, it is clear that more objects in the positive region imply 

fewer objects in the boundary region and thus the dependency value increases. More 

dependency of the decision attribute with respect to an attribute subset implies that the 

attributes are more significant.  

A reduct [17, 18] can be considered as a complete set of attributes represents the class 

structure of a decision system. By considering these attributes, the decision system has the 

same equivalence class structure as it is expressed by the full conditional attribute set A. 

Considering the equivalence classes in set U/D obtained using indiscernibility relation IND 

(D), as the target sets and R as the minimal attribute subset of A, R is called the reduct if it 

satisfies equation (2.13). In other words, R is a reduct if the dependency of D on R is exactly 

equal to that of D on A. 

γR(D) = γA(D)         (2.13) 

There may be multiple reducts present in a decision system, but each should preserve the 

equivalence-class structure expressed by the decision system. So, feature selection using 

RST is performed by selecting a reduct or a set of reducts from the original feature set by 

satisfying the above mentioned criteria.  

• Genetic Algorithm based Feature Selection: 

Genetic algorithm (GA) [23] is an adaptive heuristic search technique for finding global 

optimal solution. It simulates genetic and evolutionary process of natural evolution. It is 

first proposed by Professor Holland in the University of Michigan of the United States. Its 

search technique is not along a single direction of search space. It considers a number of 

individual solutions and tests for convergence within the overall scope of the search space, 

thus leading to a greater possibility of finding the global optimal solution.  
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It is very useful for solving optimization problems because of its robustness in the sense 

that it works fine even if the input parameters are slightly changed, or in the presence of 

reasonable noise. Also, the method offers significant benefits while searching for a solution 

in a large state-space, multi-modal state-space, or n-dimensional surface, over more typical 

search of optimization techniques like linear programming [98], depth-first [99], breath-first 
[100], praxis [101], and so on. The genetic algorithm-based optimization starts with a population 

of randomly generated chromosomes where each chromosome represents a candidate 

solution of the concrete problem being solved. In each generation, the fitness of each 

chromosome is evaluated, and the more fitted solutions are selected to form a mating pool. 

Two parents are randomly selected from the pool and undergo cycle crossover [23] and 

mutation [23] to form two offspring. This process of selection [23], crossover [23] and mutation 
[23] is repeated until the new population is generated. The new populations members are 

evaluated based on the fitness function [23] and participate for inclusion in the mating pool, 

and the process continues until either a predefined number of generations are completed, 

stagnation, or termination criteria are satisfied. The mutation operation is helpful to avoid 

premature convergence and to explore broader search space. Thus, the process searches for 

the better solutions in each generation and is continued until the population converges to a 

globally optimal solution in the solution space. Configurable parameters in the 

implementation include termination criterion, tournament size to select parents, crossover 

probability, and mutation probability. 

The optimization problems generally have one or more feasible solutions obtained using 

one or more objective functions. There are two types of genetic algorithm, single objective 

genetic algorithm [102] and multi objective genetic algorithm [103]. In case of a single objective 

genetic algorithm [102], the real-world optimization problem is modeled involving only one 

objective function for finding the unique optimal solution. The main goal of using single 

objective genetic algorithm is to find the optimal solution, which corresponds to the 

optimum value of the single objective function. On the other hand, multi objective genetic 

algorithm [103] models the optimization problem involves more than one competing or 

conflicting objective functions for finding many optimal solutions. Most of the real-world 

optimization problems involve multiple objectives, and if they are conflicting in nature, 

there is no single optimal solution, rather a number of pareto optimal solutions [104]. 

Generally, all pareto optimal solutions are treated as equally good and the goal may be to 

find a representative set of pareto optimal solutions or finding a single solution by the 

decision maker based on the application. Thus, although the fundamental difference 

between these two optimization techniques lies in the cardinality in the set of optimal 

solutions, but in reality, if a user needs only one solution, no matter whether the associated 

optimization problem is single objective or multi objective. 

• Particle Swarm Optimization Algorithm based Feature Selection: 

Particle Swarm Optimization (PSO) [24] is an evolutionary optimization algorithm proposed 

by Kennedy and Eberhart in 1995. In PSO [24, 105-110], a population, called a swarm, of 

candidate solutions are encoded as particles in the search space. PSO starts with the random 

initialization of a population of particles. The whole swarm moves in the search space to 

search for the best solution by updating the position of each particle based on the experience 

of its own and its neighboring particles. In PSO, a potential solution to a problem is 

represented by a particle X(i) = (x(i,1), x(i,2), …, x(i, n)) in an n-dimensional search space.  
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The coordinate x(i, d) of the particle X(i)  have a rate of change of position i.e. the velocity 

v(i,d) where d = 1, 2, ..., n. Every particle keeps a record of the best position that it has ever 

visited. Such a record is called the particle's previous best position and denoted by Bi. The 

global best position G attained by any particle so far is also recorded. Iteration comprises 

evaluation of each particle with the adjustment of v (i, d) in the direction of particle X(i)'s 

previous best position and the previous best position of any particle in its neighborhood. 

The set of phases that govern PSO are evaluate, compare, and evolve. The evaluation phase 

measures how well each particle or candidate solution solves the problem. The comparison 

phase identifies the best particles and the evolve phase produces new particles based on 

some of the best particles previously found. These three phases are repeated until a given 

stopping criterion is matched. The objective of the method is to find the best particle, which 

gives the optimal solution of the problem. Important concepts in PSO are velocity and 

neighborhood topology. Each particle X(i) is associated with a velocity vector. This velocity 

vector is updated at every generation. The updated velocity vector is then used to generate 

a new particle X(i). The neighborhood topology defines how other particles in the swarm, 

such as B(i) and G, interact with X(i) to modify its respective velocity vector and 

consequently, its position as well.  

2.4 Cluster Analysis: 

Cluster analysis [22, 79] is one of the major data analysis techniques generally used in various 

real-life applications in the field of machine learning. Clustering is the grouping of objects 

where similar type of objects is placed in same group and dissimilar objects are placed in 

different groups.  

Clustering method which generates high quality clusters with less inter-cluster similarity 

and more intra-cluster similarity is recognized as a good clustering method.  

2.4.1 Concern Regarding Cluster Analysis: 

The goal of data mining research is to develop efficient cluster analysis [22, 79] technique 

applied in large databases [27, 28, 111-113]. Active themes of data mining research [114, 115] focus 

on the scalability of clustering methods, effectiveness of the methods while clustering 

complex shapes, high-dimensional clustering techniques and methods of clustering 

applicable on heterogeneous datasets. Various issues that are related to clustering are 

discussed below. 

a. Scalability: 

Scalability, as a property of systems, is generally difficult to describe and in any particular 

case it is essential to define the specific requirements for scalability on those dimensions, 

which are deemed important.  

Many clustering algorithms [22] perform well on small datasets but it is not so efficient when 

the algorithm is applied to large datasets. Clustering on a sample of large dataset [111-113] may 

lead to biased results; therefore, in such cases highly scalable clustering algorithms [116] are 

needed. 
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b. Ability to Handle Different Types of Attributes: 

Many existing clustering algorithms are developed to cluster interval-based data only [117]. 

Clustering methods are needed for binary, categorical, and ordinal data or combination of 

these data types depending on the application domains [117, 118].  

c. Discovery of Clustering with Arbitrary Shape: 

Many clustering algorithms determine clusters based on Euclidean or Manhattan distance 
[119, 120] measures and which results spherical clusters with similar size and density. 

Although, a cluster can be of any shape, it is important to develop algorithms that can form 

clusters of arbitrary form. 

d. Domain Knowledge to Determine Input Parameters: 

For the cluster analysis, many clustering algorithm seeks input parameters (such as the 

number of cluster) and the clustering results are quite sensitive to those input parameters. 

But for datasets containing high-dimensional objects, it is very tough to decide the input 

parameters as well as to feed the parameters in the algorithm to maintain the quality of the 

cluster. Apriori selection of parameters is possibly avoided when designing algorithms in 

order to provide quality cluster [121]. 

e. Ability to Deal with Noisy Data: 

Most real-world datasets contain outliers, missing, unknown, or erroneous data. Some 

clustering algorithms are sensitive to such data and may lead to clusters of poor quality. 

f. Insensitivity to the Order of Input Records: 

Some clustering algorithms are sensitive to the order of feeding input data. For example, 

the same set of data, when presented with different orderings, the algorithms may generate 

different clusters. It is important to develop algorithms that are insensitive to the order of 

input. 

g. High Dimensionality: 

The data in data warehouse generally is of high dimensional. Most of the clustering 

algorithms [22, 79] are good enough to handle the low dimensional datasets. It is challenging 

to cluster objects in high-dimensional space [27, 28], particularly considering very sparse and 

highly skewed data. 

2.4.2 Clustering Algorithm: 

The mostly used general clustering algorithms are presented in [22, 79]. Murtagh has discussed 

the advances in hierarchical clustering algorithms [122] and Baraldi investigated several 

models for fuzzy and neural network clustering [123].  
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A number of review papers are found in [124-125]. Some frequently used and popular 

clustering algorithms are briefly discussed below: 

a. Partition Based Clustering: 

Given a dataset of N objects, a partitioning method [22] constructs k (k  N) partitions each 

represents a cluster. The algorithm classifies the data into k groups, which together satisfy 

the following: 

• Each group must contain at least one object, and 

• Each object must belong to exactly one group (hard clustering).  

The algorithm uses an iterative relocation technique based on some objective functions that 

attempt to grow the partitioning by moving objects from one cluster to another cluster. The 

general criterion of a good partitioning is that objects in the same group are closed to each 

other, whereas objects of different clusters are far distant from each other. There are several 

kinds of other criteria [126] for judging the quality of partitions. Partition based clustering 

algorithm needs to modify for dataset with difficult shape of clusters. Most common 

partition based clustering algorithms are (i) k-means clustering algorithm [127-128] which 

follows a simple iterative approach to cluster a dataset into k groups or clusters where k is 

set a priori. (ii) k-medoids clustering algorithm [129] instead of taking the mean value of the 

objects in a cluster as a point of reference, the medoid is used as it is the most centrally 

located object in a cluster. Thus, the partitioning of objects can still be performed based on 

the principle of minimizing the sum of the dissimilarities between every object and its 

related reference point (iii) k-Prototype clustering algorithm [130] is similar to k-means 

clustering algorithm but k-means clustering algorithm can handle only numeric attributes as 

its cost function is numerically measured. So, to handle categorical attributes k-prototype 

algorithm [130] can be used where the intra class similarity of objects can be measured for 

both numerical and categorical attributes (iv) Clustering LARge Applications (CLARA) 
[131]. CLARA draws multiple samples of the dataset, applies PAM [129] on each sample, and 

its best clustering returns as the output.  

b. Hierarchical Clustering: 

Hierarchical clustering (HC) algorithms [132, 133] organize data into a hierarchical structure 

according to the proximity matrix [134]. The results of HC are usually depicted by a binary 

tree or dendrogram. The whole dataset is represented by the root node of the dendrogram, 

and every leaf node is considered as a data object. The intermediate nodes, thus, describe 

the extent so that the objects are proximal to each other; and the height of the dendrogram 

usually expresses the distance between each pair of clusters or objects, or a cluster and an 

object. The clustering results can be obtained by cutting the dendrogram at different levels. 

The HC algorithms are generally classified as agglomerative methods [133] and divisive 

methods [133]. Agglomerative clustering starts with N number of clusters and each of them 

include exactly one object. A series of merge operations are then followed that finally lead 

all objects of the same group. On the other hand, divisive clustering proceeds in a reverse 

direction.  
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At the primary step, the whole dataset belongs to a cluster and then successively divides it 

until all clusters are singleton clusters. For a cluster with N objects, there are (2(N – 1) – 1) 

possible two-subset divisions, which is very expensive in computation, and not commonly 

used in practice. 

In recent years, with the requirement for handling large-scale datasets in data mining and 

other fields, many new HC techniques such as CURE [135], ROCK [136], Chameleon [137], and 

BIRCH [138] have appeared and greatly improved the clustering performance. Though 

divisive clustering is not commonly used in practice, some of its application can be found 

in [139]. Two divisive clustering algorithms, named MONA and DIANA, are described in [139]. 

c. Density-based Clustering: 

Density-based clustering methods [22] have been applied to discover clusters with arbitrary 

shape. Typically, these clusters are dense regions of objects in the space of dataset that are 

separated by regions of low density (representing noise). Two popular density-based spatial 

clustering techniques are DBSCAN [140] and DENCLUE [140].  

DBSCAN searches for clusters by checking the -neighborhood of each point in the 

database. If the -neighborhood of a point p contains more than a threshold, a new cluster 

with p as a core object is created. DBSCAN then iteratively directly collects density-

reachable objects from the core objects, which may involve the merge of a few density-

reachable clusters. This process terminates when no new points can be added to any clusters. 

DENCLUE is a clustering algorithm based on a collection of density distribution functions, 

described below- 

• The control of each data object can be formally modeled with the help of a mathematical 

function, called an influence function that describes the impact of a data point within 

its neighborhood. 

• The overall density of a data space can be modeled logically as the sum of the influence 

functions of all data objects. 

• Clusters can then be determined mathematically by identifying density attractors, where 

density attractors are neighboring maxima of the overall density function.  

There are several advantages of DENCLUE method in comparison with other clustering 

algorithms such as it has a solid mathematical foundation and generalizes other clustering 

methods, including partition-based, hierarchical, and locally based methods. However, the 

method requires careful selection of the density parameter and the noise threshold, as the 

selection of such parameters may significantly influence the quality of the clustering 

solutions. 

d. Fuzzy c-Means Clustering: 

Fuzzy c-means (FCM) [141, 142, 143] is a method of clustering which allows one piece of data 

to belong to two or more clusters. This clustering method is mostly used in pattern 

recognition problem. It is based on minimization of the objective function defined in 

Equation (2.14).  
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𝐽𝑚 =∑∑𝑢𝑖𝑗
𝑚‖𝑥𝑖 − 𝑐𝑗‖
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,      1 ≤ 𝑚 <∝                                             (2.14) 

Where m is any real number greater than 1, uij is the degree of membership of xi in cluster 

j, xi is the d-dimensional measured data, cj is the d-dimension center of the cluster, and ||*|| 

is any norm stating the similarity between any measuring data and the center.  

Fuzzy partitioning accepts the objective function through an iterative optimization with the 

update of membership uij and the cluster centers cj by Equation (2.15) and Equation (2.16). 
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                                                                                                   (2.16) 

This iteration will stop when,  max
𝑖𝑗
{|𝑢𝑖𝑗

𝑘+1 − 𝑢𝑖𝑗
𝑘 |} < 𝜀, where 𝜀 is a termination criterion 

between 0 and 1, while k is the iteration steps. This method converges to a local minimum 

or a saddle point of Jm.  

2.4.3 Cluster Validation: 

The clustering algorithms [22] partition data into an appropriate number of subsets. Although 

for some applications, the number of clusters, k can be determined from the domain 

knowledge but in most of the cases, k is unknown and needs to be estimated exclusively 

from the data itself. Many clustering algorithms [127, 129, 130] take k as an input parameter, and 

it is true that the quality of the resulting clusters is dependent on the estimation of k value.  

Cluster validation, a very important issue in cluster analysis, is the solution of these 

problems. It is the measurement of the goodness or quality of a cluster relative to other 

clusters generated by clustering algorithms using different parameter values. There are 

many approaches to find the natural number of clusters. Some cluster validation measures 

like, compactness, connectedness, separation, and combinations, take a clustering method 

and the underlying dataset as the input, and employ information intrinsic to the dataset to 

review the quality of the clustering.  

a. Compactness: 

Compactness is an indicator of the scattering of the data within a particular cluster. It 

measures clusters compactness or homogeneity, with intra-cluster variance as their most 

popular representative. Numerous variants of measuring intra-cluster homogeneity are 

possible such as the evaluation of maximum or average pair-wise intra-cluster distances, 

maximum or average center-based similarities or the use of graph-based methods. 
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b. Connectedness: 

It attempts to assess how well a given partitioning agrees with the conception of 

connectedness, i.e., to what degree a partitioning examines local densities and groups data 

items together with their nearest neighbors in the data space. 

c. Separation: 

Separation is an indicator of the isolation of clusters from one another. It measures the 

degree of separation between individual clusters. For example, a general rating for a 

partitioning can be stated as the average weighted inter-cluster distance, where the distance 

between two individual clusters is computed as the distance between cluster centroids, or as 

the minimum distance between data objects belonging to different clusters. 

d. Combinations:  

The above measures can be combined according to the particular idea of clustering quality 

that they occupy. Combinations of compactness and separation are particularly admired, as 

the two classes of measures show opposite tendency while intra-cluster homogeneity 

progress with a rising number of clusters, the distance between the clusters tends to 

deteriorate.  

Thus, a number of procedures assess both inter-cluster separation and intra-cluster 

homogeneity, and calculate a final score as the linear or nonlinear combination of the two 

measures. Dubes called the difficulty of determining the clusters number “the fundamental 

problem of cluster validity” [144].  

There are many validation indices like Davies-Bouldin (DB) index [145], Dunn index [145], 

WB-index [146], H-index [146], Silhouette index [147], and CS-index [148] for predicting quality 

of the clusters. 

2.5 Classification Analysis: 

Classification analysis [14, 15, 80] like cluster analysis plays an important role for 

understanding the intrinsic properties present in the datasets. Classification is a type of data 

analysis technique used in decision making to predict the future data trends.  

Data classification is a two-step procedure, namely learning and classification. In the first 

phase, a classification system is developed depicting a predetermined set of data classes or 

concepts. In the second phase, the classifier model is used for classification of data.  In this 

section, the various classification algorithms related to the work is discussed. 

2.5.1 Issues Regarding Classification Analysis: 

Different issues and the measures regarding the data classification are discussed in this 

section. The following preprocessing steps are applied to improve accuracy, efficiency, and 

scalability of the classifiers. 
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a. Data Cleaning: 

Real-world data is often incomplete, noisy, and inconsistent. Data cleaning procedures [1] 

attempt to predict the missing values, remove noise and tackle inconsistencies in the data, 

which helps to reduce the ambiguity during learning and classification. 

b. Feature Selection: 

Dataset contains many attributes which are irrelevant and not significant in decision-making 

process. Hence, relevance analysis may be done on the data for removing any irrelevant or 

redundant attributes in order to make the dataset ready for learning. In machine learning, 

this step is known as feature selection [12, 13, 86].  

It is often useful, and sometimes necessary, to reduce the dimension of dataset with as less 

information loss as possible. Ideally, total time spent on relevance analysis and learning 

using the “reduced” feature subset is less than the time that would have been spent on 

learning using the original set of features. Hence, such analysis improves classification 

efficiency.  

c. Data transformation: 

Data are transformed or consolidated into forms appropriate for mining. One of such form 

is generalization to higher-level concepts using concept hierarchies. This is particularly 

useful for continuous valued attributes.  

d. Data Normalization: 

If neural networks used for distance measurement in the learning step, then generally data 

are normalized.  

Normalization does scale of attribute values within a specified range. For distance-based 

methods, normalization manages to handle large attribute ranges by outweighing attributes 

with initially smaller ranges.   

2.5.2 Classification Algorithms: 

A classification method is a systematic approach to developing classification models of a 

dataset. There are various classification algorithms such as Decision Tree classifiers [5], 

Rule-based classifiers [149], Naïve Bayes classifiers [7], Neural Networks [3], Support Vector 

Machines [6] and rough set Theory [150, 151] based classifier.  

Each method has their own learning strategy to identify a model that best fits the relationship 

between the attribute set and the class (decision) label of the input dataset.  

The model generated by the learning process should both fit the training data correctly and 

at the same time predict the class labels of the test data accurately. In this section, different 

types of classification algorithms are discussed. 
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a. Decision Tree based Classifier: 

It is a tree, in which a choice between numbers of alternatives is represented by each branch 

node and each leaf node represents a classification or decision.  

In principle, there is exponential growth of decision trees that can be created from a given 

set of features, while a number of trees are more precise than others.  

Searching the optimal tree is computationally infeasible due to exponential size of the search 

space.  

• Decision Tree Classifier Algorithm: 

The basic algorithm of decision tree induction is a greedy algorithm that generates decision 

trees in a top-down recursive divide-and-conquer manner.  

The algorithm presented below is a version of ID3 [152], a well-known decision tree induction 

algorithm. The basic principle of the algorithm is as follows: 

i. The tree starts as a single node representing the training samples. 

ii. If the samples are all of the same class, then the node becomes a leaf node, and it is 

labeled with that class. 

iii. Otherwise, the algorithm uses an entropy-based measure [153] known as information gain, 

a heuristic function [154] for selecting the attribute that best separate the samples into 

individual classes. This attribute becomes the test or decision attribute at the node. All 

attributes are categorical or discrete-valued and the continuous-valued attributes are 

discretized in this algorithm. 

iv. A branch is created for each known value of the test attribute, and the samples are 

partitioned accordingly. 

v. The algorithm uses the same process recursively to form a decision tree for the samples 

at each partition. Once an attribute has occurred at a node, it need not be considered in any 

of the node’s descendents. 

The partition using recursion stops only when any one of the following conditions is true- 

i. All samples for a particular node belong to identical class, or 

ii. There is no attribute left on which the samples may be further partitioned. Here, 

majority voting is used and involves changing the given node into a leaf node and 

labeling it with the decision label in majority among samples. On the other hand, the 

class distribution of the node samples may be stored. 

iii. No samples are for the branch test-attribute. In this situation, a leaf is formed with the 

majority class in samples.  
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• Characteristics of Decision Tree Classifiers: 

Following are some of the important characteristics of decision tree induction algorithms. 

a. Decision tree induction is a nonparametric approach [155] for building classification 

models. It does not require any prior assumptions like probability distributions fulfilled 

by the class label and other attributes. 

b. Finding an optimal decision tree is an NP-complete problem [156]. Many decision tree 

algorithms employ a heuristic-based technique to direct their search in the large 

hypothesis space. The ID3 algorithm [152] uses a greedy, top-down, and recursive 

partitioning strategy for growing the decision tree. 

c. The techniques developed for constructing decision trees are computationally 

expensive, making it possible to quickly construct models even when the training set 

size is bulky. In addition, once a decision tree has been built, classifying a test sample 

is very fast, with a worst-case complexity of O(w), here w is the maximum depth of the 

tree. 

d. Decision trees, especially smaller-sized trees, are comparatively easy to understand. 

The classification accuracies of the trees are also comparable to other classification 

methods for many datasets. 

e. The occurrence of redundant attributes does not unfavorably affect the classification 

accuracy of decision trees. One of the two redundant attributes must not be utilized for 

splitting once the other attribute has been selected. Several feature selection methods 

can help to improve the accuracy of decision trees by removing the redundant features 

during preprocessing. 

f. A sub-tree can be replicated several times in a decision tree, as shown in Figure 2.4. 

This makes the decision tree more complex. Such circumstances can happen from 

decision tree implementations that rely on a single attribute test-condition at every 

internal node. While a good number of decision trees use a divide-and-conquer 

partitioning approach, the same test condition can be applied to different parts of the 

attribute space, thus leading to the sub-tree replication problem [157]. 
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Figure 2.4: Tree Replication Problem 

g. Since most decision tree algorithms employ a top-down, recursive partitioning approach, 

the number of records becomes smaller as the tree is traversed down. At the leaf nodes, the 

number of records may be too small to make a statistically significant [158-160] decision about 

the class representation of the nodes. This is known as the data fragmentation [161] problem. 

One possible solution is to disallow further splitting when the number of records falls below 

a certain threshold. 

b. Rule-based Classifier: 

A rule-based classifier [149] actually classifies objects using a collection of IF-THEN rules. 

The rules for the model are represented in a disjunctive normal form, RS = (R1R2 … Rk), 

where RS is known as the rule set and Ri (i = 1, 2, …, k) are the classification rules. Each 

classification rule can be represented by Ri: (conditioni)→yi, where the left-hand side of a 

rule is called as antecedent part and the right-hand side is named as consequent part of the 

rule to achieve the predicted class yi. The rule set, generated by a rule-based classifier, 

satisfies the following two important properties- 

• Mutually Exclusive Rules: The rules in a rule set (RS) are mutually exclusive if 

antecedent of no two rules match for the same dataset record. This property guarantees 

that each record is covered by at most one rule in RS. 
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• Exhaustive Rules: A rule set (RS) is exhaustive if there is a rule for each combination 

of attribute values. This property ensures that every data record is covered by at least 

one rule in RS. 

These two properties together ensure that every data record is covered by exactly one rule. 

Unfortunately, many rule-based classifiers do not have such properties.  

I. Characteristics of Rule-based Classifiers: 

The rule-based classifier has the following characteristics: 

i. The expressiveness of a rule set is more or less comparable to that of a decision tree. 

Both rule-based and decision tree classifiers construct rectilinear partitions of the 

feature space and allocate a class label to each partition. However, if the rule-based 

classifier permits several rules to be triggered for a particular record, then a more 

complex decision boundary can be constructed. 

ii. Rule-based classifiers are generally used to produce descriptive models that are easier 

to interpret and give comparable performance to the decision tree classifier. 

c. Bayesian Classifier: 

The relationship between the attribute set and the class variable is non-deterministic in most 

applications. The class label of a test-record cannot be expected with certainty even though 

its attribute set is identical to some of the training instances. The principle of the Bayes 

theorem [162] for solving classification problem is described, and then a brief description of 

Naїve Bayes classifier [7] is also provided.     

• Basics of Bayes Theorem: 

Let X is a data sample whose class label is unknown, and H hypothesizes that X belongs to 

class C. For classification problems, it is required to determine posterior probability P(H|X), 

the probability of hypothesis H, given the observed data sample X while P(H) is the prior 

probability of hypothesis H, described in Equation (2.17). 

Bayes Rule: Given a training data sample X, posteriori probability of a hypothesis H, 

P(H|X) follows the Bayes theorem as defined by Equation (2.17). 

𝑃(𝐻|𝑋) =
𝑃(𝐻|𝑋)𝑃(𝐻)

𝑃(𝑋)
                                                               (2.17) 

• Naïve Bayes Classifier: 

The steps of Naïve Bayes classifier are described below: 

I. Each data sample is presented by an n-dimensional feature vector, X = (x1, x2, …,xn), 

describing n measurements made on the sample using n attributes A1, A2, …, An respectively. 
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II. Suppose there are m classes, C1, C2, …, Cm. Given an unknown data sample X, the 

classifier predicts that X belongs to the class having the highest posterior probability. The 

naïve Bayes classifier assigns an unknown sample X to the class Ci (for i = 1, 2,  ..m) if and 

only if Equation (2.18) holds. 

𝑃(𝐶𝑖|𝑋) >  𝑃(𝐶𝑗|𝑋), 𝑓𝑜𝑟 𝑖 ≤ 𝑗 ≤ 𝑚 𝑎𝑛𝑑 𝑗 ≠ 𝑖.                       (2.18) 

The class Ci (i = 1, 2,  ..m), for which P(Ci|X) is maximum, is computed by Equation 

(2.18) using Bayes Rule, defined in Equation (2.19).  

𝑃(𝐶𝑖|𝑋) =
𝑃(𝑋|𝐶𝑖)𝑃(𝐶𝑖)

𝑃(𝑋)
                                                       (2.19) 

III. As P(X) is constant for all classes, only P (X | Ci) P(Ci) required to be maximized. If the 

class prior probabilities are not known, then it is assumed that the classes are equally 

likely, means P(C1) = P(C2) = … = P(Cm), and therefore maximize P (X | Ci), otherwise, 

maximize P(X | Ci) P(Ci). It is noted that the class prior probabilities P(Ci) may be 

computed by si / s, where si is the number of training samples of class Ci and s is the 

total number of training samples. 

IV. It is extremely expensive to compute P (X | Ci) for a datasets with several attributes. In 

order to reduce computation cost in evaluating P (X | Ci), the naïve theory of class 

conditional independence [163] is estimated as shown in Equation (2.20). It assumes 

that the values of attributes are conditionally independent of one another, given the class 

label of the sample, which implies that there are no dependence relationships among the 

attributes. 

𝑃(𝑋|𝐶𝑖) =∏𝑃(𝑥𝑘|𝐶𝑖)

𝑛

𝑘=1

                                                                             (2.20) 

The probabilities P (x1 | Ci), P(x2 | Ci), …, P(xn| Ci) can be estimated from the training 

samples, where if 

i. Ak is categorical, then P (xk | Ci) = sik / si, sik is the number of training samples of 

class Ci having value xk for Ak, and si is the number of training samples belonging 

to Ci.  

ii. Ak is continuous-valued then the attribute is normally assumed to have a Gaussian 

distribution, thus P(xk | Ci) is calculated by Equation (2.21), where g (xk, µCi, σCi) is 

the Gausian (normal) density function [164] for attribute Ak, while µCi and σCi are 

the mean and standard deviation, respectively, for the given values of attribute Ak 

for training samples of class Ci.       

𝑃(𝑥𝑘|𝐶𝑖) = 𝑔(𝑥𝑘 , 𝜇𝐶𝑖 , 𝜎𝐶𝑖) =
1

√2𝜋 𝜎𝐶𝑖
𝑒
− 
(𝑥𝑘−𝜇𝐶𝑖)

2

2𝜎𝐶𝑖                            (2.21) 
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(v)In order to classify an unknown sample X, P (X | Ci) P(Ci) is estimated for every class 

Ci. Sample X is assigned to class Ci if and only if P (X | Ci) P(Ci) > P(X | Cj) P(Cj) for 

1 ≤ j ≤ m, j ≠ i. Alternatively, it is assigned to class Ci for which P(X | Ci)P(Ci) is 

maximum.  

•  Effectiveness of Bayesian Classifiers: 

Bayesian classifiers have minimum error rate in comparison to other classifiers, but it is not 

always true due to inaccuracies in assumptions and lack of available probability of data.  

Nevertheless, several experimental studies of this type of classifier in comparison to 

decision tree [5] and neural networks [3] have observed showing comparable results in some 

domains.  

Bayesian classifiers are also useful because they offer a theoretical justification for 

alternative classifiers, based on neural networks [3] and curve-fitting [ 165] algorithms. 

d. K-Nearest Neighbor Classifiers: 

K-nearest neighbor (KNN) classifiers [37] classify objects based on learning by analogy. It 

is one of the most fundamental classification methods and applicable for classification in 

absence of a prior knowledge or insufficient knowledge about the distribution of the data. 

K-nearest neighbor classification was developed from the need to perform discriminant 

analysis when reliable parametric estimates of probability densities are unknown or difficult 

to determine. 

• Classification Method: 

The training samples are described by d-dimensional numeric attributes where each sample 

represents a point in a d-dimensional space.  

When an unknown sample is given, a KNN classifier investigates the object space for the K 

training samples that are closest to the unknown sample.  

These K training samples are the K nearest neighbors of the unknown sample. Euclidean 

distance [119] is computed to define the closeness of two points.  

The representation diagram of KNN classifier is given in Figure 2.5. 
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Figure 2.5: Representation diagram of KNN classifier 

•  Characteristics of Nearest Neighbor Classifiers: 

The characteristics of nearest neighbor classifier are summarized below:  

i. It is a kind of instance-based learning that uses specific training instances to make 

the predictions. In this method no abstraction or model is derived from data. 

ii. Classifying a test data is quite expensive in order to compute the proximity values 

individually between the training and test data.  

iii. The prediction is based on local information, so for small values of K the classifiers 

are quite susceptible to noise. 

iv. The classifiers can produce arbitrary shaped decision boundaries, which have high 

variability because they depend on the composition of training samples. By 

increasing the number of nearest neighbors, variability may be reduced 

considerably. 

The classifiers can produce wrong predictions unless the appropriate proximity measure and 

data preprocessing steps are invoked. 

e. Support Vector Machines: 

Support vector machine (SVM), pioneered by Vapnik [6, 166] is a supervised learning 

technique. A hyper plane or a set of hyper planes in a high dimensional space are constructed 

by SVM classifier, applied for classification analysis of dataset based on the Structural Risk 

Minimization principle [167]. The SVM conceptually implements the idea where (i) input 

vectors are non-linearly mapped to a very high-dimensional feature space and (ii) a linear 

decision surface is constructed in the feature space. 
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Intuitively, a good separation is achieved by the hyper plane that has the largest distance to 

the nearest training data points of any class (called functional margin), since in general 

larger the margin, lower is the generalization error of the classifier. Suppose some given 

data points each belongs to one of two classes, and the goal is to decide in which class a 

new data point belongs. 

• Formalization: 

SVM is a large-margin classifier, which aims at finding a decision boundary between 

classes that is maximally far from any point in the training data. Figure 2.6 shows an 

example of the classification using SVM. Unlike other linear machine learning methods, 

SVM defines the class separation criterion by looking for a decision hyper plane that 

maximizes the distance from any data point. The distance from the decision boundary to the 

closest data points determines the margin of the classifier. These points are called support 

vectors and they are the only ones defining the position of the separating hyper plane. This 

makes the SVM classifier particularly robust and well suited for classification with low or 

unbalanced training data. Despite the fact that SVM is inherently binary classifier, it can be 

used for multiclass problems as well. In multiclass problem, the simple “one-versus-all” 

classification scheme can be applied. Another possibility is to train n(n−1)/2 classifiers and 

choose the class of a given document that is selected by most of the classifiers. 

 

Figure 2.6: Classification in a linearly separable domain using SVM. 

SVM is also applicable when the classes are not linearly separable in principle. A general 

solution is to map the feature space into a higher-dimensional feature space where the 

training set is linearly separable. Figure 2.7 shows an example of mapping one-dimensional 

space, where in Figure 2.7 (a) the points are not linearly separable, to a two-dimensional 

space Figure 2.7 (b) to make it linearly separable. 
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(b) 

Figure 2.7: Projection of data into higher dimensional space to make linearly 

separable. 

This approach makes a linear classification in the high-dimensional space, corresponding 

to the non-linear classification in the original space. However, the mapping function has to 

preserve the relatedness between data points in the higher-dimensional space.  

This is often called the kernel trick [168]. A kernel function is a function that corresponds to 

a dot product in some feature space and satisfies the Mercer’s condition [169].  

Some common kernels are Radial Basis Function (RBF) [170], Polynomial [171, 172] and 

Sigmoidal [173]. A special property of SVM is that they simultaneously minimize the 

empirical classification error and maximizes the geometric margin. 

• Characteristics of SVM: 

SVM is one of the most widely used classification algorithm for its many attractive qualities. 

The general characteristics of SVM are summarized below- 

i. The SVM learning problem can be formulated as a convex optimization problem 
[174], in which efficient algorithms are available to find the global minimum of the 

objective function.  

ii. SVM performs capacity control by maximizing the margin of the decision 

boundary. The user must still provide other parameters such as the type of kernel 

function to use and the cost function for introducing each slack variable. 

iii. SVM is applied to categorical dataset by introducing dummy variables for each 

categorical attribute value present in the dataset.  

iv. Though SVM is only directly applicable for two-class tasks, but it can be extended 

for multi-class task, called Multi-class SVM.    
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• Merits and Demerits of SVM: 

The extensive time to train is actually the major weakness of SVM. The theoretical 

complexity of SVM training is cubic with respect to the size of the training set. The recent 

research on the SVM training has focused on reducing the time, often by approximate 

solutions.  

The empirical complexity of the current approaches is about O(|D|1.7), where |D| is the 

number of instances in the training set. 

On the positive side, many studies show that SVM consistently achieves good performance 

on classification tasks, often substantially outperforming existing methods. The ability, to 

generalize well in high-dimensional feature space, eliminates the need for feature selection, 

which makes the application considerably easier. SVM are robust and do not require any 

parameter modification, because they can discover good parameter settings automatically. 

f. Classification using Backpropagation: 

Artificial neural networks, a nonlinear statistical data modeling tools, can be used to model 

complex relationships between inputs and outputs or to find patterns in data by simulating 

the structure and/or functional aspects of biological neural networks.  

The first learning algorithm came in 1959 by Rosenblatt [175] who suggested that if a target 

output value is provided for a single neuron with fixed inputs, one could incrementally 

change weights to learn to produce these outputs using the perceptron-learning rule.  

Backpropagation or propagation of error [176], pioneered by Remelhart, is a common method 

to train the artificial neural networks to classify the samples.  

As the algorithm’s name implies, the errors between the output and the target value is 

propagated backwards from the output nodes to the inner nodes of the network consists of 

an interconnected group of artificial neurons and processes information using a 

connectionist approach, shown in Figure 2.8.  

Backpropagation is used to calculate the gradient of error of the network with respect to the 

weights which are modified based on the learning rule to minimize the error. 

Backpropagation usually allows quick convergence on satisfactory local minima for error 

in the kind of networks to which it is suited. Generally, backpropagation networks are 

considered as multilayer perceptrons typically with one input, one hidden, and one output 

layer. In order for the hidden layer to serve any useful function, multilayer networks must 

have nonlinear activation functions [177] for the multiple layers.  

To classify the objects, the attributes for each training instances are fed simultaneously into 

the input layer.  

The weighted output traverses from one intermediate layer (hidden layer) to another and 

reach to the output layer, which generates the network’s prediction for a given sample.  
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Figure 2.8: A multilayer feed-forward neural network 

Acquired knowledge in the form of a network of units connected by weighted links is 

difficult for humans to interpret which motivated research in extracting the knowledge 

embedded in trained neural networks and in representing that knowledge symbolically. 

Various algorithms for extraction of rules from networks and sensitivity analysis [178] have 

been proposed, where restrictions are imposed regarding procedures used in training, the 

network topology, and the discretization of input values. Fully connected networks are 

difficult to articulate and as an initial step, network pruning is required to extract rules from 

neural networks. This consists of removing weighted links that do not result in a decrease 

in the classification accuracy of the given network. Once the trained network has been 

pruned, some approaches then applied to perform link, unit, or activation value clustering. 

Rules are derived relating combinations of activation values with corresponding output unit 

values. Similarly, the sets of input values and activation values are studied to derive rules 

describing the relationship between the input and hidden layers. Finally, the two sets of rules 

may be combined to form IF-THEN rules.  

Neural nets have been successfully used to solve many complex and diverse tasks, ranging 

from autonomously flying aircraft to detecting credit card fraud. 

2.5.3 Ensemble of Classifiers: 

An ensemble classifier system is obtained by combining multiple and diverse classification 

models, also known as multiple classifier systems [16, 179].  

http://www.scholarpedia.org/article/Multiple_classifier_systems
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In statistics and machine learning, ensemble methods use multiple models to obtain 

improved analytical performance than that obtained from single constituent models [180]. 

Ensemble systems are useful to deal with large volumes of data or lack of adequate data.  

When the amount of training data is too large to train a single classifier, the data is 

strategically partitioned into smaller subsets. Each partition is used to train the separate 

classifiers, which are combined using an appropriate combination rule. On the other hand, 

if there are smaller amount of data, then bootstrapping [16] can be used to train different 

classifiers using different bootstrap samples of the data. Each bootstrap sample is a random 

sample of the data drawn with replacement and treated as if it is autonomously drawn from 

the fundamental distribution [181]. Research in ensemble systems have been expanded 

rapidly, that includes composite classifier systems [182], mixture of experts [183], stacked 

generalization [184], combination of multiple classifiers [179, 185-187], dynamic classifier 

selection [188], classifier fusion [189, 190], classifier ensembles [16, 192], and many others. In 

classifier fusion strategy, all classifiers are trained over the entire feature space. In this case, 

the combination of classifiers involves merging the individual classifiers to achieve a 

stronger expert of superior performance. Examples of this approach include bagging 

predictors [191], boosting [192], AdaBoost [193] and many variations of those.  

a. Ensemble Combination Rules: 

An ensemble classifier system can be trained basically on different subsets of the training 

dataset, different parameters of the classifiers, or even with different feature subsets as in 

arbitrary subspace models. The classifiers can then be combined using one of the several 

different combination rules. Some of these combination rules functions on class labels only, 

but other classifiers need continuous outputs that are interpreted as support given by the 

classifier to each of the classes.  

b. Algebraic Combiners:  

Algebraic combiners are non-trainable combiners, where continuous valued outputs of 

classifiers are combined using an algebraic expression, such as minimum, maximum, sum, 

mean, product, median etc. In each case, the final ensemble decision Hfinal (x) is the class i 

that receives the largest support 𝜇𝑖(𝑥) after the algebraic expression is applied to specific 

supports obtained by each class. Specifically, 𝐻𝑓𝑖𝑛𝑎𝑙(𝑥) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑖𝜇𝑖(𝑥), where the final 

class supports are calculated as follows- 

• Mean rule: 𝜇𝑖(𝑥) =
1

𝑇
∑ 𝑑𝑡,𝑖
𝑇
𝑡=1 (𝑥) 

• Sum rule: 𝜇𝑖(𝑥) = ∑ 𝑑𝑡,𝑖
𝑇
𝑡=1 (𝑥) (identical final decision as the mean rule)  

• Weighted sum rule: 𝜇𝑖(𝑥) = ∑ 𝑤𝑡𝑑𝑡,𝑖
𝑇
𝑡=1 (𝑥)(where 𝑤𝑡 is the weight assigned to the t-

th classifier according to some measure of performance)  

• Product rule:𝜇𝑖(𝑥) = ∏ 𝑑𝑡,𝑖(𝑥)
𝑇
𝑡=1  

• Maximum rule:𝜇𝑖(𝑥) = max
𝑡=1,2,…,𝑇

{𝑑𝑡,𝑖(𝑥)} 

• Minimum rule:𝜇𝑖(𝑥) = min
𝑡=1,2,…,𝑇

{𝑑𝑡,𝑖(𝑥)} 

• Median rule:𝜇𝑖(𝑥) = 𝑚𝑒𝑑
𝑡=1,2,…,𝑇

{𝑑𝑡,𝑖(𝑥)} 

http://www.scholarpedia.org/wiki/index.php?title=Bootstrapping&action=edit


Data Mining Tools 

41 

 

i. Voting Based Methods: 

Voting based methods function on class labels only, where 𝑑𝑡,𝑖  is 1 or 0 depending on 

whether classifier t chooses i or not, respectively. Then the ensemble system chooses class 

i that accepts the largest total vote using following voting techniques- 

• Majority (Plurality) Voting 

∑𝑑𝑡,𝑖(𝑥) =

𝑇

𝑡=1

max
𝑡=1,2,…,𝐶

∑𝑑𝑡,𝑖

𝑇

𝑡=1

                               (2.22) 

When the classifier outputs are independent, the majority voting combination always leads 

to a performance improvement. For a two-class problem, if there are a total of T classifiers, 

the ensemble decision will be correct if at least ⌊
𝑇

2
+ 1⌋ classifiers decide the proper class. 

At present, suppose that every classifier has a probability p of making a correct decision. 

After that, the probability of ensemble making an accurate decision has a binomial 

distribution, specifically, the probability of choosing k (>T/2 + 1 ) number of correct 

classifiers out of T is defined in Equation (3.18). 

𝑃𝑒𝑛𝑠 = ∑ (
𝑇

𝑘
)𝑝𝑘(1 − 𝑝)𝑇−𝑘

𝑇

𝑘=(
𝑇
2
)+1

                                   (2.23) 

Then, 𝑃𝑒𝑛𝑠 → 1, 𝑎𝑠 𝑇 →∝ 𝑖𝑓 𝑝 > 0.5 and 𝑃𝑒𝑛𝑠 → 0, 𝑎𝑠 𝑇 →∝ 𝑖𝑓 𝑝 < 0.5 

Note that 𝑝 > 0.5 is required and adequate for a two-class problem, whereas it is sufficient, 

but not necessary for multi class problems.  

•  Weighted Majority Voting: 

∑𝑤𝑡𝑑𝑡,𝑖(𝑥) =

𝑇

𝑡=1

max
𝑡=1,2,…,𝐶

∑𝑤𝑡𝑑𝑡,𝑖

𝑇

𝑡=1

                             (2.24) 

The best possible weights for the majority voting (weighted) rule, is expressed by the 

relation; 𝑤𝑡 ∝
𝑝𝑡

1−𝑝𝑡
, if the T classifiers are class-conditionally self-sufficient with 

classification accuracies 𝑝1, 𝑝2, … , 𝑝𝑇. 

c. Ensemble Learning Algorithms: 

Most of the classification techniques (except nearest neighbor classification) predict the 

class labels of unknown examples using a single classifier induced from the training data, 

resulting poor accuracy of the classifier. Ensemble of classifiers is the technique for 

improving classification accuracy by aggregating the predictions of multiple classifiers. 
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This method constructs a set of base classifiers using the training dataset and makes 

classification by taking a vote on the predictions, made by each classifier. A logical view of 

the ensemble method is presented in Figure 2.9. The main idea is to build multiple classifiers 

from the original dataset and then combined their output predictions when classifying 

unknown examples. The ensemble of classifiers can be constructed in many ways [194-196].  

 

Figure 2.9: A logical view of the ensemble learning method 

• Bagging: 

Bagging or bootstrap aggregating [191] is a technique that repeatedly samples a dataset with 

replacement where uniform probability distribution is used. Every bootstrap sample has the 

same size as the original dataset. As the sampling is done with replacement, several times 

some instances may appear in the same training set, while others may be omitted from the 

training set.  

On an average, a bootstrap sample Di of size N, contains approximately 63% of the original 

training datasets in every sample has a probability [1 – (1 – 1/N) N] of being selected in each 

Di. If N is sufficiently large, this probability converges to (1 – 1 /e)  0.632. If k is the 

number of bootstrap samples, then train a base classifier Ci on Di, for each i = 1, 2, …, k. 

After training of k classifiers, a test instance is assigned to the class that receives the highest 

number of votes. 

Bagging improves generalization error by reducing the variance of the base classifiers. The 

performance of bagging depends on the stability of the base classifier. If a base classifier is 

unstable, bagging reduces the errors related with random fluctuations in the training dataset. 

If a base classifier is stable, and robust to minor perturbations in the training set, then the 

error of the ensemble is primarily caused by bias in the base classifier. In this situation, 

bagging may not be able to improve the performance of the base classifiers significantly. 
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• Boosting: 

Boosting [192] is an iterative method used to adaptively modify the distribution of training 

examples so that the base classifiers focus on examples that are hard to classify. Unlike 

bagging, boosting assigns a weight to each training example and may adaptively modify the 

weight at the end of every boosting round. The weights assigned to the training examples 

can be used as a sampling distribution to draw a set of bootstrap samples from the original 

dataset or by the base classifier to study a model that is biased to higher weight examples. 

Initially, equal weights, 1/N, is assigned to each of the N examples thus they are equally 

likely to be selected for training. A sample is taken according to the sampling distribution 

of the training examples to obtain a new training set. Next, a classifier is induced from the 

training set and used to classify all examples in the original data. The weights of the training 

examples are updated at the end of each boosting round. The algorithm [192] differs in terms 

of how the weights of the training examples are updated at the end of each boosting round 

and how the predictions made by each classifier are combined.  

• Stacked Generalization: 

In Wolpert's stacked generalization [184] method, an ensemble classifier system is first 

trained using bootstrapped samples of the training dataset, making Tier 1 classifiers, whose 

outputs are used to train a Tier 2 classifier (meta-classifier). The underlying idea is to get 

idea about whether the training data have been properly learned. For example, if a specific 

classifier wrongly learned a certain region of the feature space, then consistently 

misclassifies instances will come from that region. The Tier 2 classifier in such 

circumstances able to learn these activities, and beside with the learned activities of other 

classifiers, it can correct such improper training.  

• Mixture of Experts: 

Jordan and Jacobs' mixture of experts [183] method generates several classifiers whose 

outputs are combined through a generalized linear rule. The weights of the combination are 

determined by a gating network typically trained by the expectation maximization (EM) 

algorithm [197]. Both the experts and the gating network require the input instances for 

training. Also, some mixture-of-experts models can be further combined to obtain a 

hierarchical mixture of experts [183]. Mixture of experts is particularly useful when different 

experts are trained on different components of the feature space, otherwise when 

heterogeneous feature sets are available to be used for a data fusion problem.  

2.6 Classification Validation: 

Estimating classifier accuracy is important in the sense that it allows one to evaluate how 

accurately a given classifier level data, which are not included in the training data set. 

2.6.1 Issues Regarding Classification Validation:  

Classification methods are compared and evaluated according to the following criteria. 
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a. Predictive Accuracy: 

The accuracy refers to how well a given classifier correctly predicts the class label of new 

or previously unseen data. There are various methods [37] to estimate classifier accuracy. If 

the accuracy of the classifier is considered acceptable, the classifier can be employed to 

classify future dataset for which the class label is unknown.  

b. Speed and Scalability: 

Speed refers to the complexity and computational costs in generating and using the classifier 

system. Scalability of a method refers to the ability to construct classifier efficiently with 

the given large amount of data.  

c. Robustness and Interpretability: 

Robustness refers to the ability of classifier to make correct prediction in presence of noisy 

data or data with missing values. Interpretability is the level of understanding and insight 

provided by the classifier model and compactness of classification rules.  

2.6.2 Classifier Validation Methods: 

Using training data, a classifier is derived and then the accuracy estimation of the classifier 

can result in misleading more optimistic estimates for over-specialization of the learning 

algorithm to the dataset. Holdout [37] and cross-validation [37] are two common techniques 

for assessing classifier accuracy, based on randomly sampled partitions of the given data. 

a. Holdout Method: 

Here, given data are randomly partitioned into two independent sets, a training set, and a 

test set. Normally two thirds of the dataset are used as the training set, and the remaining 

one third is allotted to the test set. The training set is employed to develop the classifier, 

whose classification accuracy is predicted with the test set. The estimation is pessimistic 

because only a part of the initial dataset is used to develop the classifier. 

b. k-fold Cross Validation: 

In k-fold cross-validation, the initial dataset is at random partitioned into k mutually 

exclusive folds (S1, S2, …, Sk), and each fold is of equal size approximately. The training 

and testing are performed k times. In iteration i, subset Si is used as the test set and the rest 

subsets are collectively used to train the classifier.  

The accuracy estimation is the overall number of accurate classifications from the k 

iterations, divided by the total number of samples in the initial dataset. In stratified cross-

validation [37], the folds are stratified so that the class distribution of the samples in every 

fold is approximately equal as that in the initial dataset. The use of such methods to estimate 

classification accuracy increases the overall computation time, however, is valuable for 

selecting along with several classifiers.  
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c. Alternative Accuracy Measure: 

To know the alternative measurements of accuracy, the ‘sensitivity’ or recall and 

‘specificity’ measures [37, 38, 198] are used. In addition, fall_out and F1_Score may also be 

used to assess the performance of the classifier. These four measures are defined by 

Equation (2.25), (2.26), (2.27) and (2.28) respectively. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑃
= 

𝑇𝑃

𝑇𝑃+𝐹𝑁
        (2.25) 

𝐹𝑎𝑙𝑙_𝑜𝑢𝑡 =  
𝐹𝑃

𝑁
= 

𝐹𝑃

𝐹𝑃+𝑇𝑁
       (2.26) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑁
= 

𝑇𝑁

𝐹𝑃+𝑇𝑁
= 1 − 𝐹𝑎𝑙𝑙_𝑜𝑢𝑡     (2.27) 

𝐹1_𝑠𝑐𝑜𝑟𝑒 =  
2 ×𝑇𝑃

2×𝑇𝑃+𝐹𝑃+𝐹𝑁
       (2.28) 

Where TP, FP, TN, FN, P, and N are the number of positive objects classified as positive, 

negative objects classified as positive, negative objects classified as negative, positive 

objects classified as negative, total positive objects, and total negative objects respectively. 

The accuracy can be defined as a function of sensitivity and specificity given in Equation 

(2.29). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 ×
𝑃

(𝑃 + 𝑁)
+ 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 ×

𝑁

(𝑃 + 𝑁)
    (2.29) 

In classification, it is generally assumed that all samples are uniquely classifiable and 

therefore, each training sample belongs to only one class. But because of the variations of 

dataset in large databases, it would not be sensible to assume that all samples are uniquely 

classifiable. Rather, it would be feasible to assume that each sample may belong to more 

than one class. That time appropriate accuracy may not be achieved since it fails to consider 

the possibility of samples belonging to more than one class. 

2.6.3 Statistical Analysis of Classifier: 

To judge the performance of the classifier, statistical analysis [41] is also made to demonstrate 

that the method is statistically significant with respect to the different competitive 

algorithms. Any characteristics or measure of sample items is known as a statistic. 

Obtaining the estimate of an unknown parameter using a statistic and studying the properties 

of the obtained estimate is the prime objective of the statistical inference. In most of the 

research work the usual approach is to make generalization or to draw inferences based on 

samples about the parameters of the population from which samples are taken.  

Statistical inference is concerned with two things such as Hypothesis testing and Estimation. 

In hypothesis testing, test the claims made about unknown population parameters using 

sample. Estimation means estimating unknown population parameters using a sample.  
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A research hypothesis is a predictive statement capable of being tested by scientific methods 

that relates an independent variable to some dependent variables. If two methods M1 and M2 

are compared about its superiority and the process starts with the assumption that both the 

methods are equally good, then this assumption is called null hypothesis.  

On the other side if the process starts with the assumption that the method M1 is superior or 

the method M2 is inferior then it is termed as an alternative hypothesis. The null hypothesis 

is symbolized as H0 and the alternative hypothesis is H1. The various steps associated with 

the hypothesis testing are  

(i) Setting up the hypotheses (ii) Selecting a significance level (iii) Test statistics (iv) critical 

value and (v) decision about rejecting or not rejecting the null hypothesis. If the test of 

significance is based on certain parameters and their estimation then these tests are 

recognized as parametric test and examples are chisquare test [41], t-test [40, 41] etc. On the 

other side non- parametric test do not make any assumption about the parameter of the 

population and thus do not make use of the parameters of the distribution and the examples 

are Wilcoxon rank sum test [39, 41], Mann Whitney U test [41], Run test [41] etc. As the 

Wilcoxon rank sum test [39, 41] is a non-parametric test and it is valid for data of any 

distribution and much less sensitive to outliers compare to other testing methods so it is 

used in the thesis work to evaluate the statistical significance of the proposed methods. 

2.7 Summary: 

This chapter discusses major data mining tools and techniques related to data preprocessing 

activities such as missing value estimation and feature selection and different clustering and 

classification issues, algorithms, and their validations.  

The chapter provides the description of experimental datasets. Missing value estimation is 

an important prepossessing step in data mining process.  

The presence of missing values can influence the performance of clustering and 

classification algorithms. Several references are provided in the chapter to treat missing 

values to process the dataset.  

Feature selection has been an active and fertile field of research area in data mining for data 

preprocessing.  

The main objective of feature selection is to choose a subset of relevant and important 

features. In the chapter, a wide variety of feature selection algorithms have been reviewed. 

These algorithms are developed by different research communities to solve different 

problems, and those have their own merits and demerits.  

At the preprocessing and post-processing phase, feature selection is an important supervised 

learning step to find a feature subset that produces higher classification accuracy. Cluster 

analysis is an essential tool for dataset analysis which includes a series of steps, ranging 

from preprocessing and algorithm development, to solution evaluation and validity. In the 

chapter, clustering algorithms and validation methods are reviewed.  
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These algorithms are developed by different research communities to solve different real-

world problems and have their own merits and demerits. Therefore, it is concluded that, 

there is no clustering algorithm that can be universally acceptable for all kind of dataset.  

Classifier is an important tool for exploration of unlabeled data. The classification method 

includes a series of steps, ranging from preprocessing and algorithm development, to 

ensemble of classifiers.  

All steps are challenging, and researchers are working for quite long time, generating new 

issues and avenues in different disciplines. In the chapter, a wide variety of classification 

algorithms have been reviewed.  

These algorithms are developed by different research communities, aiming to solve 

different real-world problems, and have their own merits and demerits.  

Ensemble of classifiers generally improves the performance of classification and prediction 

of unknown datasets.  

Using an ensemble of classifiers, instead of choosing just and combining their outputs can 

reduce the risk of a wrong selection of a particularly poorly performing classifier.  

To judge the performance of the classifier, different classifier validation methods along with 

the classification performance metric are also reviewed in the chapter. 
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Chapter 3 

Chapter 3: Feature Selection in Static Environment 

3.1 Introduction: 

Huge amount of data is being generated and collected in every moment in almost every 

field. As a result, the size of the datasets is growing along with accumulating a large number 

of features, which are not equally important in decision-making. The objective of feature 

selection is to select minimal set of important features from the large feature space by 

avoiding the selection of too many or too few features than is necessary.  

Too few features may result loss of information while too many irrelevant features dominate 

important features that surpass the information present in the system. Thus, a trade-off is 

essential to find only the relevant features that preserve all the characteristics of the system. 

So, the features contribute the most to the decision must be retained.  

The benefit of the feature selection is to save the learning time of the learning process by 

reducing the interference of irrelevant features. The irrelevant and redundant features should 

be removed prior for building the accurate classifier in order to achieve better performance 

and reducing complexity of the systems. 

Rough Set Theory (RST) [17-20], a purely mathematical approach to imperfect knowledge, is 

popularly employed for evaluating significance of features and helps to find the important 

attributes or features in terms of reduct. Feature selection and reduct generation are 

frequently used as a pre-processing step to data mining and knowledge discovery. It selects 

an optimal subset of features from the feature space according to a certain evaluation 

criterion. It has been a fertile field of research and shown very effective in removing 

irrelevant and redundant features, increasing efficiency in data analysis like clustering [22, 79] 

and classification techniques [15, 80].  

The main advantage of rough set theory in data analysis is that it does not need any 

preliminary or additional information about data like probability in statistics [36], basic 

probability assignment in Dempster-Shafer theory [42], grade of membership or the value of 

possibility in fuzzy set theory [35] and so on. But finding reduct by exhaustive search of all 

possible combinations of features is an NP-Complete problem and so some heuristic 

approaches are applied. Rough set based heuristic feature selection algorithm mainly has 

three components such as feature subset generation, selection of rough sets-based evaluation 

criterion and the termination condition. Feature subset generation is a process that either 

starts with all features, or some selected features and then features are iteratively removed 

or added respectively.  

The evaluation criterion evaluates the fitness of a feature subset produced by the generation 

procedure.  
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Many evaluation criteria are designed based on rough set theory such as distinct measures 

of significance of attributes [199], discernibility matrix [ 200] based algorithm, dependency 

based [201] algorithm, mutual information [202, 203] based algorithm. A typical terminal 

condition depends on the evaluation criterion to terminate the process when a certain feature 

subset is reached. After satisfying the terminal condition, a selected feature subset is 

generated as the output. In rough set theory, the feature subset is termed as reduct. In reality, 

there are multiple reducts in a given information system used for developing classifiers, 

amongst which the best performer is chosen as the final solution to the problem. But this is 

not always true and according to the Occam’s razor and minimal description length principle 
[204-206], the minimal reduct is preferred. However, Roman [207] has found that the minimal 

reduct is good for ideal situations where a given dataset fully represents a domain of interest. 

But for real life situations and limited size datasets, those other than the minimal reducts 

might be better for prediction. Selecting a reduct with good performance is time expensive, 

as there might be many reducts of a given dataset. Hu et al. [208] developed two new 

algorithms to compute core attributes and reducts for feature selection from the dataset. The 

algorithm can be extensively applied to a wide range of real-life applications with very large 

datasets. Jensen et al. [209] developed the Quick-reduct algorithm to compute a minimal 

reduct exclusive of exhaustively creating all feasible subsets and also developed Fuzzy-

Rough attribute reduction with application to web categorization. Zhong et al. [210] applies 

Rough Sets with Heuristics (RSH) and Rough Sets with Boolean Reasoning (RSBR) for 

reduction of attributes and discretization of real-valued attributes. Komorowska et al. [211] 

developed an application of rough sets to modeling prognostic power of cardiac tests. Carlin 

et al. [212] presents an application of rough sets to diagnosing suspected acute appendicitis. 

In this chapter, four different approaches to feature selection methods [43, 44, 47, 48] based on 

filter approach [86] have been proposed, each of which has its novelty in feature selection.  

The first method [43] generates single reduct using the property of relative indiscernibility of 

RST called single reduct generation using RST (SRG) method. The second method [44], 

called generation of reduct constructing directed minimal spanning tree (GRG) using the 

concept of relative indiscernibility relation of RST and Minimal Spanning Tree (MST). 

Next, RST based multiple reduct generation algorithm, called compact reduct set generation 

by forward selection and backward removal techniques (FSBR) [47] based on the concept of 

indiscernibility relation and attribute dependency of Rough Set Theory is proposed. Finally 

multiple reduct generation algorithm by integrating clustering algorithm and RST (MRG) 
[48] is proposed using the concepts of rough set theory, graph theory and clustering 

algorithm. 

There are many existing standard approaches [12, 13, 75-78, 86] used for feature selection as well 

as dimensionality reduction of data. The common standard dimension reduction methods 

‘Cfs Subset Eval’(CFS) [95], ‘Consistency Subset Evaluator’(CON) [213], ‘Classical Attribute 

Reduction based on Shannon’s information entropy’(CAR) [214], Relief-F [215], Singular 

value Decomposition (SVD) [216] and one popular genetic algorithm-based feature selection 

methods such as MOGA [217] have been considered in the thesis for performance analysis of 

the proposed methods. CFS method assesses the predictive ability of each attribute 

individually and the degree of redundancy among them. The method iteratively adds 

attributes that have the higher correlation with the class, provided that the set does not 

already contain an attribute whose correlation with the attribute in question is even higher. 
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On the other hand, CON method evaluates attribute sets by the degree of consistency in 

class values when the training instances are projected onto the set. CON seeks the smallest 

subset whose consistency is the same as that of the full attribute set. CAR is a common 

heuristic classical attribute reduction algorithm based on information entropy for decision 

tables. The method selects the core attributes by checking the significance of all attributes 

using the concept of Shannon’s conditional entropy and based on the core attributes, CAR 

algorithm can find reduct by gradually adding selected attributes to the core. Relief-F is an 

existing feature selection algorithm that searches for the nearest neighbors of the objects of 

different classes and assigns weight to the features according to how effectively they 

discriminate objects of different classes. Singular value decomposition (SVD) [216] is a 

widely used method of feature construction. The goal of SVD is to form a set of features 

that are linear combinations of the original features, which provide the best possible 

reconstruction of the original data in the least square sense. A multi objective genetic 

algorithm (MOGA) [217] is used for feature selection of Microarray datasets which optimizes 

three objectives: maximize the sensitivity, maximize the specificity, and minimize the 

number of genes. The dimension reduction methods CFS [95], CON [213] and Relief-F [215] are 

available at “Weka” tool [218] while CAR [214], SVD [216] and MOGA [217] are implemented in 

Matlab. 

Results of the existing and the proposed feature selection methods are evaluated and 

compared on the basis of classification accuracies and other statistical measures by the 

considered base classifiers to judge the effectiveness of the proposed methods for 

experimental benchmark datasets [27, 28].  

In our work, considered base classifiers are Naïve Bayes (NB) [7], Support vector machine 

(SVM) [6], K-nearest neighbors K-NN [37], Bagging [191], Tree based classifier (J48) [5], 

Multilayer Perceptron (MLP) [3] and an incremental classifier IPSO [63]. SVM is used with 

RBF Kernel, K value of K-NN is set to the square root of sample size of data.  

The specification of the computer in these experiments are, Computer Model: ACER 

machines D725; CPU: Pentium(R) Dual-Core CPU T4400 @ 2.20GHz × 2; Memory: 1GB; 

OS: Ubuntu 12.04 LTS - 32 bit.  

The remaining part of the chapter is organized as follows: The single feature subset selection 

methods based on RST concepts and graph theory are described and their performances are 

compared in Section 3.2.  

In Section 3.3, multiple feature subset selection methods based on RST, graph theory, and 

clustering algorithm are described and their experimental results are evaluated and 

compared. Finally, the chapter is summarized in Section 3.4. 

3.2 Single Feature Subset Selection: 

The important and relevant feature selection [86] is primarily very important in data mining 

research as the irrelevant features degrade the classification accuracy. Accurate prediction 

can be achieved only by identifying the most informative features(s) from a large feature 

space by removing irrelevant and redundant feature.  
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As finding important features by exhaustive search of all possible combination of features 

is an NP-complete problem [156], so efficient heuristics are proposed [86] in important feature 

selection. In this section, two single feature subset selection methods [43, 44] are proposed by 

which single reduct is generated from the dataset.  

First method [43] provides single reduct based on the concepts of RST only while the other 

method [44] generates single reduct based on the concepts of RST and graph theory. In the 

subsequent sections the terms attribute and feature has been used synonymously. 

3.2.1 Single Reduct Generation Using Rough Set Theory (SRG): 

Feature selection methodology is essential to determine features responsible for classifying 

any object, which be included in learning network and provide information about class 

related features. Successful feature selection method helps to classify different objects, lead 

to a better understanding of the internal structures of the data. Here, a feature selection 

method (SRG) [43] has been proposed for selecting a single important feature subset 

preserves the property of the whole decision system as reduct of the decision system for 

classifying objects of the datasets.  

In the method, a new kind of indiscernibility, called relative indiscernibility of an attribute 

with respect to another attribute is introduced. In SRG, relative indiscernibility gives 

relative indiscernible objects based on a feature, relative to decision attribute.  

To find relative indiscernible objects based on a feature, the dataset is partitioned using that 

feature and the decision attribute separately. The partitions (using that feature and the 

decision attribute) with same set of objects are placed in the same class. 

To obtain the minimal feature subset using SRG method which can fully characterize the 

dataset, following steps are performed: 

• Define a Relative Indiscernibility relation for each conditional attribute relative to 

decision attribute 

• Measure attribute similarity between every pair of attributes and compute the similarity 

factors 

• Find the Attribute Similarity Set ASS = {Ai®Aj} using computed similarity factors 

• Modify the Attribute Similarity Set removing weakly similar pair of attributes 

• Compute the single reduct  

The detail procedure of reduct generation is discussed below. 

a. Define a Relative Indiscernibility Relation for a Conditional Attribute Relative to 

Decision Attribute: 

To understand the concept, a decision system DS is considered as DS = (U, A) where U is 

the universe (a finite set of objects, U = {x1, x2,  ., xn}) and A is the set of attributes such that 

A = C ∪ D and C ∩ D = ∅ where C and D are the set of conditional attributes and the 

decision attributes, respectively. 
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For each attribute a ∈ A defines an information function: fa: U →Va, where Va is the set of 

values of a, called the domain of attribute. Every subset of attributes P determines an 

indiscernibility relation over U, and is denoted as IND(P), which can be defined by Equation 

(2.7).  

IND(P) is called the P-indiscernibility relation and the equivalence classes of the P-

indiscernibility relation are denoted by [x]P.  

Here relative indiscernibility relation gives relative indiscernible objects based on each 

conditional attribute, relative to decision attribute D. Every conditional attribute Ai of C 

determines a relative indiscernibility relation (RIR) over U relative to D, and is denoted as 

RIRD(Ai), which can be defined by Equation (3.1).  

𝑅𝐼𝑅𝐷(𝐴𝑖) = {(𝑥, 𝑦) ∈ 𝛱𝐴𝑖[𝑥]𝐷  ×  𝛱𝐴𝑖[𝑥]𝐷  |𝑓𝐴𝑖(𝑥) =  𝑓𝐴𝑖(𝑦)∀ [𝑥]𝐷 ∈  𝑈 𝐷⁄ }     (3.1)  

Example: To illustrate the concept of relative indiscernibility, a sample dataset is 

considered in Table 3.1 with eight objects {x1, x2, x3, x4, x5, x6, x7, x8}, four conditional 

attributes {i, e, l, r} and one decision attribute (D) with their respective values. 

Table 3.1: Sample Dataset 

Objects  Diploma (i) Experience (e) French 

(l)  

Reference (r)  Decision 

(D)  

x1  MBA  Medium  Yes  Excellent  Accept  

x2  MBA  Low  Yes  Neutral  Reject  

x3  MCE  Low  Yes  Good  Reject  

x4  MSc  High  Yes  Neutral  Accept  

x5  MSc  Medium  Yes  Neutral  Reject  

x6  MSc  High  Yes  Excellent  Reject  

x7  MBA  High  No  Good  Accept  

x8  MCE  Low  No  Excellent  Reject  

Here, equivalence classes by indiscernibility relation IND (P) defined in Equation (2.7) for 

each attribute are: 

U/D = {{x1, x4, x7}, {x2, x3, x5, x6, x8}} 

U/i = {{x1, x2, x7}, {x3, x8}, {x4, x5, x6}} 
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U/e = {{x1, x5}, {x2, x3, x8}, {x4, x6, x7}} 

U/l = {{x1, x2, x3, x4, x5, x6}, {x7, x8}} 

U/r = {{x1, x6, x8}, {x2, x4, x5}, {x3, x7}} 

The equivalence classes by relative indiscernibility relation RIRD(Ai) defined in Equation 

(3.1) for each conditional attribute are: 

RIRD(i) = {{x1, x7}, {x2}, {x3, x8}, {x4}, {x5, x6}} 

RIRD(e) = {{x1}, {x5}, {x2, x3, x8}, {x4, x7}, {x6}} 

RIRD(l) = {{x1, x4}, {x2, x3, x5, x6}, {x7}, {x8}} 

RIRD(r) = {{x1}, {x6, x8}, {x2, x5}, {x4}, {x3}, {x7}} 

b. Attribute Similarity MeasurementL:  

An attribute Ai is similar to another attribute Aj in context of classification of objects if they 

induce the same equivalence classes of objects under their respective relative indiscernible 

relations. But in real situation, it rarely occurs and so similarity of attributes is measured by 

introducing the similarity measurement factor which indicates the degree of similarity of 

one attribute to another attribute. Here, an attribute Ai is said to be similar to an attribute Aj 

with degree of similarity (or similarity factor) f
𝑖,𝑗

 and is denoted by Ai→Aj if the probability 

of inducing the same equivalence classes of objects under their respective relative 

indiscernible relations is (f
𝑖,𝑗
100)%, where f

𝑖,𝑗
 is computed by Equation (3.2).  

𝛿𝑓
𝑖,𝑗
=

1

|𝑈𝐷 𝐴𝑖⁄ |
∑

1

|[𝑥]𝐴𝑖 𝐷⁄
|

𝑚𝑎𝑥
[𝑥]𝐴𝑗 𝐷⁄

∈ 𝑈𝐷 𝐴𝑗⁄
([𝑥]𝐴𝑖 𝐷⁄ ∩ [𝑥]𝐴𝑗 𝐷⁄ )[𝑥]𝐴𝑖 𝐷⁄

∈𝑈𝐷 𝐴𝑖⁄  (3.2) 

The details for computation of similarity measurement for the attribute similarity Ai → Aj 

(Ai ≠ Aj) is described in algorithm “SIM_FAC” below. 

Algorithm: SIM_FAC (Ai, Aj) /* Similarity factor computation for Ai → Aj */ 

Input:   Attributes Ai and Aj 

Output: Similarity factor f
𝑖,𝑗

 

Begin 

    for each conditional attribute Ai do 

        Compute relative indiscernibility RIRD (Ai) using Equation (3.1)  

          RIRD (Ai) induces equivalence classes UD/Ai = {[𝑥]𝐴𝑖/𝐷}   

    end-for  
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    /* similarity measurement of Ai to Aj */ 

    𝛿𝑓
𝑖,𝑗
= 0 

    for each [𝑥]𝑖 𝐷⁄ ∈  𝑈𝐷 𝐴𝑖⁄  do 

      max_overlap = 0 

        for each [𝑥]𝑗 𝐷⁄ ∈  𝑈𝐷 𝐴𝑗⁄   

        overlap = | [𝑥]𝑖 𝐷⁄  ∩  [𝑥]𝑗 𝐷⁄  | 

               if (overlap > max_overlap) then 

                 max_overlap = overlap 

         end-for 

          𝑓
𝑖,𝑗
= 𝑓

𝑖,𝑗
+ 

max _𝑜𝑣𝑒𝑟𝑙𝑎𝑝

| [𝑥]𝑖 𝐷⁄   |
 

     end-for 

    𝑓
𝑖,𝑗
= 

𝑓
𝑖,𝑗

| 𝑈𝐷 𝐴𝑖⁄  |
 

End. 

To illustrate the attribute similarity computation process, attribute similarity and its 

similarity factor are listed in Table 3.2 for all attributes of Table 3.1. 

Table 3.2: Degree of similarity of all pair of attributes 

Attribute 

Similarity (Ai 

→ Aj)  

Equivalence Classes 

by RIRD(Ai) (UD/Ai) 

Equivalence Classes 

by RIRD(Aj) (UD/Aj) 

Similarity 

factor of Ai to 

Aj    (f
i,j

) 

 i → e {x1, x7}, {x2}, {x3, x8}, 

{x4}, {x5, x6} 

{x1}, {x5}, {x2, x3, x8}, 

{x4, x7}, {x6} 
   f

i,e
 = 0.80 

 i → l {x1, x7}, {x2}, {x3, x8}, 

{x4}, {x5, x6} 

{x1, x4}, {x2, x3, x5, x6}, 

{x7}, {x8} 
   f

i,l
  = 0.80 

 i → r {x1, x7}, {x2}, {x3, x8}, 

{x4}, {x5, x6} 

{x1}, {x6, x8}, {x2, x5}, 

{x4}, {x3}, {x7}     
   f

𝑖,𝑟
 = 0.70 

 e → i {x1}, {x5}, {x2, x3, x8}, 

{x4, x7}, {x6} 

{x1, x7}, {x2}, {x3, x8}, 

{x4}, {x5, x6} 
   f

e,i
 = 0.83 

 e → l {x1}, {x5}, {x2, x3, x8}, 

{x4, x7}, {x6} 

{x1, x4}, {x2, x3, x5, x6}, 

{x7}, {x8} 
   f

e,l
 = 0.83 

 e → r {x1}, {x5}, {x2, x3, x8}, 

{x4, x7}, {x6} 

{x1}, {x6, x8}, {x2, x5}, 

{x4}, {x3}, {x7}     
   f

e,r
 = 0.76 

 l → i {x1, x4}, {x2, x3, x5, x6}, 

{x7}, {x8} 

{x1, x7}, {x2}, {x3, x8}, 

{x4}, {x5, x6} 
   f

l,i
 = 0.75 

 l → e {x1, x4}, {x2, x3, x5, x6}, 

{x7}, {x8} 

{x1}, {x5}, {x2, x3, x8}, 

{x4, x7}, {x6} 
   f

l,e
 = 0.75 

 l → r {x1, x4}, {x2, x3, x5, x6}, 

{x7}, {x8} 

{x1}, {x6, x8}, {x2, x5}, 

{x4}, {x3}, {x7}     
   f

l,r
 = 0.75 

 r → i {x1}, {x6, x8}, {x2, x5}, {x1, x7}, {x2}, {x3, x8},    f
r,i

 = 0.70 
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Attribute 

Similarity (Ai 

→ Aj)  

Equivalence Classes 

by RIRD(Ai) (UD/Ai) 

Equivalence Classes 

by RIRD(Aj) (UD/Aj) 

Similarity 

factor of Ai to 

Aj    (f
i,j

) 

{x4}, {x3}, {x7}     {x4}, {x5, x6} 

 r → e {x1}, {x6, x8}, {x2, x5}, 

{x4}, {x3}, {x7}     

{x1}, {x5}, {x2, x3, x8}, 

{x4, x7}, {x6} 
   f

𝑟,𝑖
 = 0.70 

 r → l {x1}, {x6, x8}, {x2, x5}, 

{x4}, {x3}, {x7}     

{x1, x4}, {x2, x3, x5, x6}, 

{x7}, {x8} 
   f

𝑟,𝑙
 = 0.80 

The computation of   f
𝑖,𝑗

 of each attribute similarity using Equation (3.2) in Table 3.2 can 

be understood by Table 3.3, in which similarity i → e in first row of Table 3.2 is considered, 

where, UD/i = {{x1, x7}, {x2}, {x3, x8}, {x4}, {x5, x6}} and UD/e = {{x1}, {x5}, {x2, x3, x8}, 

{x4, x7}, {x6}}. 

Table 3.3: Similarity factor computation for i → e   

[𝒙]𝒊/𝑫 of 

𝑼𝑫 𝒊⁄  

Overlapping [𝒙]𝒆/𝑫 of 

𝑼𝑫 𝒆⁄  with [𝒙]𝒊/𝑫 of 𝑼𝑫 𝒊⁄  

[𝒙]𝒊/𝑫  

[𝒙]𝒆/𝑫  

𝑻

= 
𝟏

|[𝒙]𝒊/𝑫|
 𝐦𝐚𝐱
[𝒙]𝒆/𝑫 ∈𝑼𝑫 𝒆⁄

([𝒙]𝒊/𝑫

∩ [𝒙]𝒆/𝑫)  

{x1, x7} {x1} {x4, x7} {x1, x7} 

{x1} {x1, 

x7} {x4, 

x7} 

1

2
 

{x2} {x2, x3, x8} {x2} {x2, 

x3, x8} 

1

1
 

{x3, x8} {x2, x3, x8} {x3, x8}  

{x2, x3, x8} 

2

2
 

{x4} {x4, x7}  {x4}  {x4, 

x7} 

1

1
 

{x5, x6} {x5} {x6}) {x5, x6}  

{x5} {x5, 

x6}  {x6}  

1

2
 

     𝛿𝑓
𝑖𝑒 =

1

|[𝑥]𝑖/𝐷|
∑ 𝑇[𝑥]𝑖/𝐷∈𝑈𝐷 𝑖⁄  =  

1

5
 ( 
1

2
 + 
1

1
 +
2

2
 + 
1

1
 + 
1

2
) = 

4

5
 = 0.80 

c. Computation of Attribute Similarity Set: 

For each pair of conditional attributes (Ai, Aj), similarity factor is computed by “SIM_FAC” 

algorithm, described in section 3.2.1.2. Higher the similarity factor of Ai → Aj is higher 

means that the relative indiscernibility relations RIRD(Ai) and RIRD(Aj) produce more similar 

equivalence classes. This implies that both the attributes Ai and Aj have almost similar 
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classification power and so Ai → Aj is considered as strong similarity of Ai to Aj. Since, for 

any two attributes Ai and Aj, two similarities Ai → Aj and Aj → Ai is computed, only one 

with higher similarity factor is selected in the list of attribute similarity set ASS. Out of 

these similarities, the similarity with f
𝑖,𝑗

 less than the average (f) value are discarded from 

ASS and rest is considered as the modified set of attribute similarity. So, each element x in 

ASS is of the form x: Ai → Aj such that Left(x) = Ai and Right(x) = Aj. The algorithm 

“ASS_GEN” described below, computes the attribute similarity set ASS. 

Algorithm: ASS_GEN (C, f)   /* Computes attribute similarity set { Ai → Aj } */ 

Input:   C = set of conditional attributes and f = 2-D array of size |C| ×|C| contains 

similarity factors between each pair of conditional attributes obtained by using 

equation (3.2)   

    Output: Attribute Similarity Set ASS  

   Begin 

    ASS = {}, sum_f = 0 

    /* compute only |C| (|C| – 1)/2 elements in ASS */ 

    for i = 1 to |C| - 1   do 

      for j = i+1 to |C|  do 

           if 𝑓
𝑖,𝑗
> 𝑓

𝑗,𝑖
  then 

                sum_f = sum_f + 𝑓
𝑖,𝑗

 

                   ASS = ASS  {Ai → Aj}  

                    else  

                sum_f = sum_f + 𝑓
𝑗,𝑖

 

                   ASS = ASS  {Ai → Aj }  

      end-if 

            end-for 

      end-for     

          

    /* modify ASS by only elements Ai → Aj for which 𝑓
𝑖,𝑗

>avg_f */   

    ASSmod = {}  

    avg_f = (2 sum_f) / |C|(|C|-1)  

    for each {Ai → Aj } ASS  do 

         if 𝑓
𝑖,𝑗
>avg_f then 

             ASSmod = ASSmod  {Ai → Aj } 

             ASS = ASS – {Ai → Aj } 

            end-if 

    end-for 

    ASS = ASSmod 

End 

For the sample dataset, initially “ASS_GEN” algorithm selects ASS = {i → l, i → r, e → 

i, e → l, e → r, r → l} and construct Table 3.4. As the similarity factor for attribute 
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similarities i → l, e → i, e → l and r → l is greater than average value 0.786, so modified 

attribute similarity set ASS = {i → l, e → i, e → l, r → l}. 

Table 3.4: Illustrates the selection of attribute similarities 

Attribute Similarity (Ai→Aj; i 

≠ j and      𝐟
𝒊,𝒋
 >   𝐟

𝒋,𝒊
   ) 

Similarity factor of Ai to 

Aj           (𝐟
𝒊,𝒋

) 
   f

i,j
 >Average 

value  

i→l    f
𝑖,𝑙

= 0.80 Yes 

i→r    f
i,r

 = 0.70  

e→i    f
e,i

 = 0.83 Yes 

e→l    f
e,l

 = 0.83 Yes 

e→r    f
e,r

 = 0.76  

r→l    f
r,l

 = 0.80 Yes 

Average f                       0.786 

d. Generation of Modified Attribute Similarity Set: 

The attribute similarity obtained so far is known as simple similarity of an attribute to 

another attribute. But, for simplifying the reduct generation process, the elements in ASS 

are minimized by combining some simple similarities. The new similarity obtained by 

combination of the simple similarities is called compound similarity. Here, all x from ASS 

with same Left(x) are considered and obtained compound similarity is Left(x) →  Right(x) 

x. Thus, introducing compound similarity, the set ASS is refined to a set with minimum 

elements so that for each attribute, there is at most one element in ASS representing either 

simple or compound similarity of the attribute. The detail algorithm for determining 

compound attribute similarity set is given below in “COMP_SIM” algorithm: 

Algorithm:  COMP_SIM (ASS) 

/* Compute the compound attribute similarity of attributes*/ 

Input: Simple attribute similarity set ASS 

Output: Compound attribute similarity set CSS 

Begin 

      for each x  ASS     do 

          for each y (≠x)  ASS   do 

              if Left(x) = Left(y)  then 

                 Right(x) = Right(x)  Right(y) 

                    ASS = ASS – {y} 

               end-if 

          end-for 

      end-for 

  CSS=ASS 
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End 

e. Generation of Single Reduct:  

Finally, from the compound attribute similarity set CSS, reduct is generated. First of all, 

select an element, say, x from CSS for which length of Right(x) i.e., |Right(x)| is the 

maximum. This selection assures that the attribute Left(x) is similar to maximum number 

of attributes and so Left(x) is an element of reduct RED. Then, all elements z of CSS for 

which Left(z)  Right(x) are deleted and also x is deleted from CSS. This process is repeated 

until the set CSS becomes empty which provides the reduct RED. The single reduct 

generation algorithm “SIN_RED_GEN” is given below: 

Algorithm: SIN_RED_GEN (CSS, RED) 

Input: Compound attribute similarity set CSS  

Output: Single reduct RED 

Begin 

      RED =  

      While (CSS ≠ )   do 

         max = 0 

           for each x  CSS   do 

              if |Right(x)| > max then 

               max = |Right(x)| 

                   L = Left(x) 

               end-if 

           end-for 

           for each x  CSS   do 

             if Left(x) = L then  

                RED = RED  Left(x) 

                    R = Right(x) 

                    CSS = CSS – {x} 

                    for each z  ASS do 

                        if Left(z)  R then 

                             CSS = CSS – {z} 

      end-for 

                          break    

                end-if 

           end-for 

      end-while 

     Return (RED) 

End 

Applying “COMP_SIM” algorithm on the sample dataset the set ASS = {i → l, e → i, e → 

l, r → l} is refined to compound similarity set CSS = {i →l, e → {i, l}, r → l}. So, the 

selected element from CSS is e → {i, l}, and by applying “SIN_RED_GEN” algorithm, e 

 RED and CSS is modified as CSS = {r → l}. And, in the next iteration, r  RED and CSS 

=. Thus, RED = {e, r} is found for the sample dataset. 
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f. Experimental Results of the SRG Method: 

The proposed method computes a single reduct for experimental benchmark dataset selected 

from UCI machine learning repository [27] and repository related to feature selection 

methods [28] mentioned in the section 2.2. At first, all the attributes of the dataset are 

discretized by ChiMerge [219] discretization algorithm. Then SRG method [43] and some other 

well-known feature selection methods such as, CFS [95], CON [213], CAR [214], Relief-F [215], 

SVD [216] and MOGA [217] are applied on the dataset for selecting the important features and 

the reduced datasets are classified based on considered base classifiers. 10-fold cross 

validation is used for the classification performance evaluation. Number of attributes after 

applying proposed and existing feature selection methods and the accuracies (%) of the base 

classifiers are computed and listed in Table 3.5, which shows the efficiency of the proposed 

method. To measure the statistical significance of the proposed SRG method [43], wilcoxon's 

rank sum test [39] is carried out with p value as 0.05 (or a significance level of 5%) to validate 

if the result obtained by the best performing algorithm differs from the others in a 

statistically significant way. The test confirms if the final accuracy obtained by an algorithm 

is statistically and significantly different from that of the best performing algorithm on some 

classification problem. Thus, if the performance of an algorithm is differing from the best 

result with a p value ≤ 0.05 then the mean error of the first one is marked with a ‘†’ symbol, 

otherwise the two performances are considered as equivalent and the difference is not 

statistically significant, and mark the mean error with a ‘≈’ symbol, as shown in Table 3.5. 

To indicate the best performing algorithm, we use a bold-faced font to write its mean. 

Table 3.5: Performance analysis of proposed SRG feature selection method 

Dataset Methods 

(#features) 

Classifiers (%) 

NB SVM KNN Bagging J48 MLP IPSO 

 

Wine 

CFS (8) 97.19† 97.21† 97.45† 94.94† 93.82† 93.10† 95.70† 

CON (8) 97.19† 97.31† 96.63† 94.94† 94.94† 94.30† 97.65† 

CAR (8) 96.19† 96.21† 96.45† 94.74† 93.82† 93.10† 96.56† 

Relief-F (9) 97.19† 97.31† 96.63† 94.94† 94.97† 94.40† 97.23† 

SVD (6) 96.65† 97.56† 96.76† 95.78† 97.45 96.98† 97.80† 

MOGA (7) 97.87† 96.65† 95.56† 97.64≈ 96.78† 96.87† 97.67† 

SRG (6) 98.70 98.40 97.39 97.86 97.00 97.50 98.40 

 

Heart 

CFS (8) 84.36≈ 84.75 81.67† 81.11† 81.11† 81.67† 82.78† 

CON (11) 84.50≈ 84.44≈ 82.07† 81.48† 82.89† 79.55† 82.72† 

CAR (10) 83.36† 84.75 81.67† 83.11≈ 82.11† 80.67† 82.34† 

Relief-F (10) 83.50† 84.44≈ 82.07† 81.48† 83.89 79.59† 82.30† 

SVD (4) 83.45† 83.67† 83.98 82.21† 83.21≈ 82.08† 83.87† 

MOGA (8) 84.67≈ 83.32† 83.22† 83.56 83.87≈ 84.76 84.98 

SRG (4) 84.77 83.77† 83.90≈ 83.40≈ 83.31≈ 83.70† 84.51≈ 

 

Glass 

CFS (6) 43.92† 57.94† 79.91† 73.83† 68.69† 70.09† 66.02† 

CON (7) 47.20† 57.48† 78.50† 71.50† 64.20† 68.60† 64.65† 

CAR (8) 56.92† 58.94† 80.91† 75.83† 69.69† 71.09† 68.54† 
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Dataset Methods 

(#features) 

Classifiers (%) 

NB SVM KNN Bagging J48 MLP IPSO 

Relief-F (8) 57.20† 57.48† 79.50† 70.50† 63.20† 72.60† 67.74† 

SVD (6) 56.67† 57.75† 77.39† 71.56† 67.50† 74.45† 75.89† 

MOGA (7) 56.54† 57.76† 76.49† 72.45† 64.76† 70.89† 76.23† 

SRG (6) 65.73 62.44 83.57 76.53 72.30 77.00 77.78 

 

Zoo 

CFS (9) 96.03≈ 93.06† 94.05† 94.04† 93.06† 93.06† 93.54† 

CON (9) 96.03≈ 93.03† 94.05† 94.04† 93.88† 94.32† 94.45† 

CAR (6) 94.05† 93.92† 93.32† 94.02† 94.07† 94.05† 95.45† 

Relief-F (7) 95.03† 93.70† 93.01† 93.01† 94.12† 94.12† 95.03† 

SVD (8) 96.09 94.67† 94.78† 94.67† 94.32† 94.67† 95.56† 

MOGA (6) 94.78† 94.23† 94.45† 95.21≈ 94.32† 94.34† 94.54† 

SRG (8) 96.01≈ 95.04 95.05 95.48 95.89 95.12 96.56 

 

Dermatology 

CFS (9) 98.76† 97.42† 97.01† 98.06† 98.07† 98.62† 99.09≈ 

CON (9) 98.52† 98.25† 95.56† 98.06† 98.86† 98.67† 98.45† 

CAR (11) 98.73† 98.30† 97.42† 98.31† 98.06† 98.07† 98.54† 

Relief-F (11) 98.72† 98.45† 95.56† 97.16† 98.76† 98.46† 98.45† 

SVD (9) 97.78† 98.03† 96.75† 97.09† 98.01† 97.89† 97.65† 

MOGA (9) 97.87† 97.89† 97.90† 97.05† 98.67† 97.90† 97.50† 

SRG (9) 99.40 99.27 98.45 99.48 99.41 99.33 99.13 

 

Mushroom 

CFS (4) 97.52† 96.01† 96.52† 97.01† 97.01† 97.01† 97.04† 

CON (5) 98.52 98.85 98.52† 99.05≈ 98.16† 99.86 98.54≈ 

CAR (8) 98.02≈ 98.32≈ 99.02≈ 99.65 99.23 99.01≈ 98.45≈ 

Relief-F (5) 97.04† 98.03≈ 98.03† 98.13† 98.10† 98.10† 98.23≈ 

SVD (4) 97.04† 97.23† 97.23† 97.83† 97.34† 87.64† 97.45† 

MOGA (5) 97.34† 95.45† 96.67† 96.34† 96.34† 96.45† 97.64† 

SRG (4) 98.34≈ 98.82≈ 99.04 97.78† 98.89† 99.08≈ 98.78 

 

Coil20 

CFS (194) 78.12† 79.24† 80.01† 80.10† 79.25† 79.85† 80.98† 

CON (194) 79.60† 79.20† 78.00† 79.35† 79.34† 78.79† 80.21† 

CAR (201) 77.12† 78.24† 77.01† 80.10† 75.25† 78.85† 78.98† 

Relief-F (198) 77.60† 78.20† 77.80† 78.35† 77.34† 78.49† 80.21† 

SVD (123) 76.60† 76.20† 77.80† 75.35† 76.64† 78.49† 79.21† 

MOGA (95) 82.20† 79.99† 82.92† 83.02† 83.02† 84.20† 84.71† 

SRG (123) 87.87 87.98 89.31 90.16 90.45 90.50 90.65 

 

Orl 

CFS (201) 55.12† 55.24† 53.01† 51.10† 53.80† 51.35† 57.65† 

CON (198) 56.60† 53.20† 52.00† 51.35† 50.70† 52.89† 54.87† 

CAR (204) 55.12† 55.24† 53.01† 51.10† 53.80† 51.35† 57.65† 

Relief-F (213) 54.60† 54.20† 54.01† 54.25† 53.79† 53.89† 54.87† 

SVD (132) 52.12† 53.24† 53.01† 52.10† 53.80† 54.35† 57.65† 

MOGA (110) 59.60† 57.20† 59.00† 58.25† 59.70† 59.09† 59.87† 
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Dataset Methods 

(#features) 

Classifiers (%) 

NB SVM KNN Bagging J48 MLP IPSO 

SRG (132) 61.89 60.98 62.06 61.47 62.07 63.03 63.43 

 

Allaml 

CFS (221) 81.12† 81.32† 82.62† 83.82 82.21≈ 83.01† 83.80† 

CON (230) 79.12† 80.32† 81.62† 82.82† 80.21† 82.01† 83.80† 

CAR (201) 80.02† 80.32† 81.52† 82.72† 81.21† 82.02† 82.80† 

Relief-F (210) 81.12† 81.32† 82.62† 83.82 82.21≈ 83.11† 83.80† 

SVD (201) 80.22† 81.62† 81.27† 82.92† 82.81 83.19† 82.80† 

MOGA (104) 81.12† 83.32 84.72 81.82† 82.01≈ 82.21† 84.50≈ 

SRG (201) 82.12 83.32 84.62≈ 83.82 82.21≈ 84.01 84.80 

Leukaemia CFS (147) 83.23† 84.23† 82.67† 82.02† 82.05† 83.23† 84.34† 

 CON (159) 84.05† 85.87† 84.23† 84.12† 84.21† 84.67† 85.01† 

 CAR (147) 83.47† 85.23† 84.56† 84.53† 84.54† 84.56† 89.10† 

 Relief-F (159) 84.23† 85.34† 84.12† 84.34† 84.34† 84.98† 87.50† 

 SVD (102) 73.68† 76.32† 71.05† 71.02† 71.05† 73.68† 75.87† 

 MOGA (97) 86.34† 87.90† 86.50† 85.78† 88.12† 88.23† 89.80† 

 SRG (102) 88.01 89.12 88.23 88.78 89.43 89.12 90.42 

The method also determines some statistical measurements defined in the Equation (2.25) 

to Equation (2.28) in the section 2.6.2 and the average results for all seven classifiers are 

listed in Table 3.6 to demonstrate the effectiveness of the method. 

Table 3.6: Statistical measures for SRG and different competitive algorithm 

Dataset Methods Recall Fall_out Specificity     F1_Score 

 

 

Wine 

CFS (8) 0.96 0.04 0.95 0.96 

CON (8) 0.96 0.04 0.96 0.96 

CAR (8) 0.95 0.06 0.94 0.95 

Relief-F (9) 0.96 0.04 0.96 0.95 

SVD (6) 0.97 0.03 0.96 0.97 

MOGA (7) 0.97 0.03 0.97 0.97 

SRG (6)  0.98 0.02 0.97 0.98 

 

Heart 

CFS (8) 0.98 0.02 0.98 0.97 

CON (11) 0.82 0.18 0.83 0.82 

CAR (10) 0.83 0.16 0.82 0.83 

Relief-F (10) 0.83 0.17 0.83 0.83 

SVD (4) 0.82 0.17 0.82 0.83 

MOGA (8) 0.83 0.18 0.82 0.82 

SRG (4)  0.84 0.16 0.83 0.84 

CFS (6) 0.66 0.36 0.67 0.66 



Development of Intelligent Prediction System using Data Mining Techniques 

62 

 

Dataset Methods Recall Fall_out Specificity     F1_Score 

 

Glass 

CON (7) 0.65 0.36 0.65 0.64 

CAR (8) 0.69 0.31 0.68 0.69 

Relief-F (8) 0.68 0.32 0.69 0.68 

SVD (6) 0.69 0.31 0.69 0.68 

MOGA (7) 0.68 0.32 0.68 0.68 

SRG (6)  0.74 0.25 0.74 0.74 

 

Zoo 

CFS (9) 0.94 0.06 0.93 0.94 

CON (9) 0.94 0.06 0.94 0.93 

CAR (6) 0.94 0.06 0.92 0.94 

Relief-F (7) 0.94 0.05 0.94 0.93 

SVD (8) 0.95 0.05 0.95 0.95 

MOGA (6) 0.95 0.04 0.95 0.94 

SRG (8)  0.96 0.04 0.95 0.96 

 

Dermatology 

CFS (9) 0.98 0.01 0.99 0.98 

CON (9) 0.98 0.01 0.98 0.97 

CAR(11) 0.98 0.02 0.97 0.98 

Relief-F (11) 0.98 0.02 0.98 0.98 

SVD (9) 0.98 0.02 0.98 0.97 

MOGA (9) 0.98 0.02 0.97 0.98 

SRG (9)  0.99 0.01 0.99 0.98 

 

Mushroom 

CFS (4) 0.97 0.03 0.96 0.97 

CON (5) 0.99 0.01 0.98 0.99 

CAR (8) 0.99 0.01 0.99 0.98 

Relief-F (5) 0.98 0.02 0.97 0.98 

SVD (4) 0.96 0.04 0.96 0.95 

MOGA (5) 0.97 0.01 0.96 0.97 

SRG (4)  0.99 0.01 0.99 0.98 

 

Coil20 

CFS (194) 0.80 0.19 0.81 0.80 

CON (194) 0.79 0.21 0.79 0.78 

CAR (201) 0.78 0.21 0.78 0.79 

Relief-F (198) 0.78 0.22 0.77 0.78 

SVD (123) 0.77 0.23 0.77 0.78 

MOGA (95) 0.83 0.16 0.83 0.83 

SRG (123) 0.90 0.09 0.90 0.91 

 CFS (201) 0.54 0.45 0.53 0.54 

CON (198) 0.53 0.45 0.53 0.52 
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Dataset Methods Recall Fall_out Specificity     F1_Score 

Orl CAR (204) 0.53 0.46 0.52 0.53 

Relief-F (213) 0.54 0.46 0.54 0.53 

SVD (132) 0.54 0.46 0.54 0.54 

MOGA (110) 0.59 0.37 0.60 0.59 

SRG (132) 0.62 0.38 0.62 0.61 

 

Allaml 

CFS (221) 0.82 0.17 0.82 0.82 

CON (230) 0.83 0.18 0.83 0.82 

CAR (201) 0.81 0.19 0.80 0.81 

Relief-F (210) 0.81 0.19 0.81 0.82 

SVD (201) 0.82 0.18 0.81 0.82 

MOGA (104) 0.82 0.18 0.82 0.81 

SRG (201) 0.82 0.18 0.82 0.81 

 

Leukemia 

CFS (147) 0.83 0.16 0.81 0.83 

CON (159) 0.85 0.13 0.85 0.84 

CAR (147) 0.85 0.14 0.85 0.85 

Relief-F (159) 0.85 0.15 0.86 0.85 

SVD (102) 0.73 0.23 0.73 0.77 

MOGA (97) 0.88 0.12 0.87 0.88 

SRG (102) 0.89 0.10 0.89 0.88 

From Table 3.5 and 3.6, it is proved that the proposed SRG method is better than most of 

the existing standard feature selection methods. 

3.2.2 Generation of Reduct Constructing Directed Minimal Spanning Tree using 

Rough Set Theory (GRG): 

This section describes a new method [44] of feature selection using the concepts of Rough 

Set Theory [17-20] and Graph Theory [21] (GRG). Here, the data mining problem is converted 

to graph theoretic problem and then single minimal feature subset (called reduct in RST) is 

generated. Many feature selection techniques use heuristics which may degrade the 

performance, but the proposed GRG method has a strong mathematical foundation and 

hence, produces good results.  

The GRG method computes relative indiscernibility of the conditional attributes relative to 

the decision attribute using the Equation (3.1) given in section 3.2.1.1, which helps to 

measure the degree of similarity among the conditional attributes, using the Equation (3.2) 

given in section 3.2.1.2. Based on the similarity of attributes a weighted directed graph is 

generated and a minimal spanning tree of the graph is obtained which finally gives the 

reduct.  

The overall flow diagram of the GRG method [44] is shown in Figure 3.1.  
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Figure 3.1: Flow diagram of GRG 

Before discussing detail of the method, some basic concepts on rooted directed minimal 

spanning tree and Chu-Liu/Edmond’s (CLE) Algorithm [46] is described in the following 

section. 

a. Rooted Directed Minimal Spanning Tree Algorithm: 

Generally, Prim’s [220] or Kruskal’s [221] algorithm is used to find out the minimal spanning 

tree (MST) from an undirected graph. But these two methods do not give the optimal result 

in case of a directed graph.  

The Figure 3.2 shows that the tree, constructed by performing iterative greedy decision of 

the Prim’s algorithm, is not a minimal spanning tree of the directed graph. Chu and Liu [46], 

Edmonds [222] and Bock [223] have independently given efficient algorithms for obtaining the 

MST on a directed graph.  

The Chu-Liu and Edmonds algorithms are virtually identical; the Bock algorithm is similar 

but defined on matrices instead of on the graphs. Moreover, a distributed algorithm is 

proposed by Humblet [224]. 
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Figure 3.2: MST construction for directed graph using Prim’s algorithm 

The rooted spanning tree (directed) is defined as a graph which attaches, without any cycle, 

all vertices with n-1 edges, i.e., every vertex, except the root, has one and only one incoming 

edge.  

Suppose, G = (V, E), be a directed graph where V and E are the set of vertices and edges, 

respectively. A cost c (i, j) is connected with each edge (i, j) between vertices i and j in E.  

Let, |V|=n and |E|=m. The algorithm is explained briefly by the following steps, which 

calculates a rooted minimal spanning tree MST (V, S) of the graph G(V, E) where S is a sub 

set of E such that ∑c(i, j),∀(i , j) in S is minimized. 

• Chu-Liu/Edmond’s (CLE) Algorithm: 

i. The edges entering the root if any are discarded; for each vertex other than the root, 

the entering edge with the smallest cost is selected. Let the selected n-1 edges be 

the set S. 

ii. If no cycle formed, MST (V, S) is a Minimal Spanning Tree. Otherwise, go to step 

(iii).  

iii. For each cycle formed, contract the vertices in the cycle into a single new vertex k 

modifying the cost of each edge which enters a vertex j in the cycle from some 

vertex i outside the cycle, according to the Equation (3.3). 

c (i, k) = c(i, j) - [c(x(j),j) – min{(c(x(t),t) t  vertex set in cycle}] (3.3) 

Where, c(x(j), j) is the cost of the edge in the cycle which enters j. 

i. For each new vertex, select the entering edge which has the smallest modified cost; 

replace the edge which enters the same real vertex in S by the new selected edge. 

ii. Go to step (ii) with the newly generated contracted graph. 

The main idea of the algorithm [46] is to discover the replacing edge(s) which has the 

minimum extra cost to eliminate cycle(s), if any. The Equation (3.3) exhibits the associated 

extra cost.  

Figure 3.3 illustrates that the contraction method finds the minimum additional cost 

replacing edge (2, 3) for edge (4, 3) and hence the cycle is eliminated.  

r 

1 

3 

2 

(4) (4) 

(5) (1) 

Cost: 

PRIM: 

 c(r,1) + c(1,3) + c(r,2) = 13 
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Figure 3.3: MST construction using Chu-Liu/Edmond’s algorithm 

b. Compute Attribute Similarity Set (ASS) using Relative Indiscernibility 
Relation: 

The GRG method first computes the equivalence classes by RIRD(Ai), defined in Equation 

(3.1), for each conditional attribute Ai in the dataset. To illustrate the method, a sample 

dataset, shown in Table 3.1 is considered. Here, equivalence classes formed using RIRD(Ai) 

defined in Equation (3.1) are listed below: 

 RIRD(i) = {{x1, x7}, {x2}, {x3, x8}, {x4}, {x5, x6}} 

RIRD(e) = {{x1}, {x5}, {x2, x3, x8}, {x4, x7}, {x6}} 

RIRD(l) = {{x1, x4}, {x2, x3, x5, x6}, {x7}, {x8}} 

RIRD(r) = {{x1}, {x6, x8}, {x2, x5}, {x4}, {x3}, {x7}} 

Then, it calculates the degree of similarity (f
𝑖,𝑗

 ) or similarity factor among each pair of 

conditional attributes (Ai, Aj) of the dataset using “SIM_FAC” algorithm discussed in 

section 3.2.1.2.  
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Now an attribute similarity set (ASS) is constructed using “ASS_GEN” algorithm discussed 

in section 3.2.1.3. Here ASS is represented as ASS = {𝐴𝑖
𝑓
𝑖,𝑗

→ 𝐴𝑗 (Ai≠Aj)} which contains the 

set of pairs of attributes that are most strongly related to each other, where f
𝑖,𝑗

is the 

similarity factor of attribute Ai to attribute Aj. By applying the “ASS_GEN” algorithm on 

the sample dataset, obtained initial ASS = {𝑖
𝑓
𝑖,𝑙

→ 𝑙, 𝑖
𝑓
𝑖,𝑟

→ 𝑟, 𝑒
𝑓
𝑒,𝑖

→ 𝑖 , 𝑒
𝑓
𝑒,𝑙

→ 𝑙, 𝑒
𝑓
𝑒,𝑟

→ 𝑟, 𝑟
𝑓
𝑟,𝑙

→ 𝑙 } and 

Table 3.7 gives the modified attribute similarity set , discussed in the following section. 

c. Modified Attribute Similarity Set (ASS): 

From Table 3.7, as the similarity factor for attribute similarities 𝑖
𝑓
𝑖,𝑙

→ 𝑙, 𝑒
𝑓
𝑒,𝑖

→ 𝑖, 𝑒
𝑓
𝑒,𝑙

→ 𝑙 and 

𝑟
𝑓
𝑟,𝑙

→ 𝑙 are greater than average  = 0.786. So, the modified attribute similarity set is ASS = 

{𝑖
𝑓
𝑖,𝑙

→ 𝑙, 𝑒
𝑓
𝑒,𝑖

→ 𝑖 , 𝑒
𝑓
𝑒,𝑙

→ 𝑙, 𝑟
𝑓
𝑟,𝑙

→ 𝑙 } for the sample dataset. 

Table 3.7: Selection of attribute similarities in ASS 

Attribute Similarity (𝑨𝒊
𝒇
𝒊,𝒋

→ 𝑨𝒋; i ≠ j and  

  𝒇
𝒊,𝒋
 > 𝐟

𝒋,𝒊
 ) 

Similarity factor of Ai to Aj 

 (
𝒇
𝒊,𝒋

) 
f
i,j
 >   

𝑖
𝑓
𝑖,𝑙

→ 𝑙 
f
𝑖,𝑙

= 0.80 Yes 

𝑖
𝑓
𝑖,𝑟

→ 𝑟 
 f
i,r

 = 0.70  

𝑒
𝑓
𝑒,𝑖

→ 𝑖 
 f
e,i

 = 0.83 Yes 

𝑒
𝑓
𝑒,𝑙

→ 𝑙 
 f
e,l

 = 0.83 Yes 

𝑒
𝑓
𝑒,𝑟

→ 𝑟 
f
e,r

 = 0.76  

 𝑟
𝑓
𝑟,𝑙

→ 𝑙 
 f
r,l

 = 0.80 Yes 

Average Similarity () 0.786 

e. Construction of Attribute Similarity Graph: 

The modified and minimized attribute similarity set ASS = {𝐴𝑖
𝑓
𝑖,𝑗

→ 𝐴𝑗 ∀ i & j} contains the 

set of pairs of attributes that are most strongly related to each other.  

To generate a reduct, firstly this set is represented by a directed graph, named attribute 

similarity graph (ASG).  
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In ASG, the vertices are the attributes present in the set ASS and weighted edge exists from 

attribute Ai to attribute Aj with weight f
𝑖,𝑗

 if 𝐴𝑖
𝑓
𝑖,𝑗

→ 𝐴𝑗ASS. The weight of an edge between 

two end vertices is the value of the similarity factor between two attributes of the dataset 

associated to these two vertices. Thus, attribute similarity Ai → Aj with f
𝑖,𝑗

= w, present in 

set ASS is represented by a directed edge from vertex Ai to vertex Aj with weight w.  

Mathematically, ASG is denoted as G (V, E), where V and E defined by Equation (3.4) and 

Equation (3.5). 

𝑉 = {𝐴𝑖|𝐴𝑖 ∈ (Left(𝑥) ∪ Right(𝑥))∀𝑥 ∈ ASS}                         (3.4) 

𝐸 = {(𝐴𝑖, 𝐴𝑗)|𝐴𝑖
𝛿𝑓
𝑖,𝑗

→ 𝐴𝑗 ∈ ASS}                                                     (3.5) 

The attribute similarity graph generated for Table 3.7 is shown in Figure 3.4. 

 

Figure 3.4: ASG obtained from Table 3.7 

f. Construction of Directed Minimal Spanning Tree using Chu-Liu/Edmond’s 

algorithm (CLE): 

Attribute Similarity Graph (ASG) represents the overall similarity structure of the attribute 

similarity set ASS. Some vertices in the ASG may have multiple incoming edges which 

imply that a particular vertex (attribute) v is like many vertices (attributes). Now, the vertices 

of the graph, which have one or more out-going edges, represent the attributes to which 

some other attributes are similar. The weights of the edges between them denote the strength 

of their similarity. Therefore, a maximal spanning tree of this graph would give the highest 

similarities between two attributes. Constructing maximal spanning tree is equivalent to 

constructing minimal spanning tree inverting the weights of the edges.  
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So, to construct the minimal spanning tree, weights associated to each edge of the directed 

graph ASG are inversed and Chu-Liu / Edmond’s Algorithm [46, 223] is applied. In the 

process, the vertex that has only outgoing edges and no incoming edges is considered as the 

root.  

If more than one such vertex exists, then they are fused to form a single vertex. So, before 

construction of the minimal spanning tree, ASG is modified to merge all the nodes with in-

degree zero to a single node and it is considered as the root of the graph. Generation of 

minimal spanning tree of ASG is given in “MST_GEN” algorithm. 

Algorithm: MST_GEN (ASS) /* generate a minimal spanning tree of ASG */Input: ASS 

= modified attribute similarity set obtained from ASS_GEN algorithm  

Output: Rooted Directed Minimal Spanning Tree M 

Begin 

/* Represent ASS as a graph using Equation (3.4) and Equation (3.5) */ 

 Construct weighted graph ASG = (V, E) from ASS, where 

V = {Ai | Ai ∈ Left(x)  Right(x), x ∈ ASS} E = {(Ai, Aj) |𝐴𝑖
𝑓
𝑖,𝑗

→ 𝐴𝑗 ASS} 

 /*Merge nodes with in-deg zero to create a new node*/  

Root = {} for each vertex Ni ∈V do 

 if in_deg (Ni) = 0 then  

   Root = Root{Ni}  

   Modify ASG by fusing all vertices in Root 

  end-if 

 end-for 

for each edge 𝐴𝑖
𝑓
𝑖,𝑗

→ 𝐴𝑗∈E do  

 f
𝑖,𝑗

= (f
𝑖,𝑗

)-1  

end-for 

Compute MST of ASG using CLE Algorithm 

End 
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The algorithm modifies the attribute similarity graph shown in Figure 3.4 to a new graph, 

as shown in Figure 3.5 and constructs directed minimal spanning tree shown in Figure 3.6. 

 

Figure 3.5: The modified ASG obtained from Figure 3.4 

 

Figure 3.6: Minimal spanning tree of the graph of Figure 3.5 

g. Generation of Reduct: 

The above generated rooted directed minimal spanning tree would give the highest 

similarities between the attributes. In the final stage, the maximal spanning tree is searched 

to find the vertex with highest out-degree.  

The vertex with highest out-degree is an attribute to which the greatest number of other 

attributes is similar. So, this node is added to the initially empty reduct set and its out-going 

edges are removed from the tree. This process of trimming the edges of the tree and adding 

the vertex (attribute) to the reduct set continues till the edge set of the tree becomes empty 

and thus final reduct is obtained.  
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Generation of reduct from rooted directed minimal spanning tree of ASG is given in 

“RED_GEN” algorithm. 

Algorithm: RED_GEN (MST) 

/* generates reduct from rooted directed minimal spanning tree of ASG */  

Input: MST (V, S) = Rooted Directed Minimal Spanning Tree  

Output: Reduct R 

Begin 

R = {} 

order [V] = array of vertices of MST sorted in descending order of their out-degree 

for i = 1 to |V| do 

 Remove outgoing edges from vertex order[i] 

 R = R  {order[i]} 

 if (S = Φ) then  

  return (R)  

end-for 

End 

Reduct generated from Figure 3.6 is {e, r} as shown in Figure 3.7. 

 

Figure 3.7: Reduct generation from minimal spanning tree 
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h. Experimental Results of GRG Method: 

Experimental results presented here provide an evidence of effectiveness of GRG method 

to identify the most significant feature subset as a single reduct for experimental dataset [27, 

28] summarized in the section 2.2. At first, all the attributes are discretized by ChiMerge [219] 

discretization algorithm. Then GRG method [44] and existing standard feature selection 

methods such as, CFS [95], CON [213], CAR [214], Relief-F [215], SVD [216] and MOGA [217] are 

applied on the dataset for selecting the important features and the reduced datasets are 

classified based on the considered base classifiers. 10-fold cross validation is used for the 

classification performance evaluation. Number of attributes after applying mentioned 

feature selection methods and the accuracies (%) of the datasets by base classifiers are 

computed and listed in Table 3.8, which shows the efficiency of the proposed GRG method. 

Similar to the SRG method discussed in section 3.2.1.6, the statistical analysis is done using 

Wilcoxon’s rank sum test [39] and results are listed in Table 3.8. To indicate the best 

performing algorithm a bold-faced font is used. 

Table 3.8: Performance analysis of GRG and existing feature selection methods 

Dataset Methods 

(#features) 

Classifiers (%) 

NB SVM KNN Bagging J48 MLP IPSO 

 

Wine 

CFS (8) 96.19† 96.96† 96.45† 94.94† 93.82† 93.10† 97.19† 

CON (8) 96.19† 97.11≈ 96.63† 94.94† 94.94† 94.30† 97.19† 

CAR (8) 96.19† 96.21† 96.45† 94.74† 93.82† 93.10† 96.19† 

Relief-F (9) 96.69† 96.61† 96.63† 94.94† 94.97† 94.40† 97.19† 

SVD (9) 96.65† 96.56† 96.76† 95.78† 95.45† 95.98† 96.65† 

MOGA (7) 97.17≈ 96.65† 95.56† 96.64† 95.78† 95.87† 97.87† 

GRG (9) 97.70 97.91 97.48 97.09 96.65 96.49 98.14 

 

Heart 

CFS (8) 84.36† 84.75† 81.67† 81.11† 81.11† 81.67† 84.36≈ 

CON (11) 84.50† 84.44† 82.07† 81.48† 82.89† 79.55† 84.50≈ 

CAR (10) 83.36† 84.75† 81.67† 83.11† 82.11† 80.67† 83.36† 

Relief-(10) 83.50† 84.44† 82.07† 81.48† 83.89† 79.59† 83.50† 

SVD (9) 83.45† 83.67† 83.98† 82.21† 83.21† 82.08† 83.45† 

MOGA (8) 84.67† 83.32† 83.22† 83.56† 83.87† 83.26≈ 84.67≈ 

GRG (9) 85.27 85.42 84.81 84.52 84.89 83.43 84.97 

 

Glass 

CFS (6) 43.92† 57.94† 79.91† 73.83† 68.69† 70.09† 43.92† 

CON (7) 47.20† 57.48† 78.50† 71.50† 64.20† 68.60† 47.20† 

CAR (8) 56.92† 58.94† 80.91† 75.83† 69.69† 71.09† 56.92† 

Relief-F (8) 57.20† 57.48† 79.50† 70.50† 63.20† 72.60† 57.20† 

SVD (8) 56.67† 57.75† 77.39† 71.56† 67.50† 74.45† 56.67† 

MOGA (7) 56.54† 57.76† 76.49† 72.45† 64.76† 70.89† 56.54† 

GRG (8) 67.28 64.48 83.64 76.63 70.09 75.23 77.92 

CFS (9) 96.03† 93.06† 94.05† 94.04† 93.06† 93.06† 93.54† 

CON (9) 96.03† 93.03† 94.05† 94.04† 93.88† 94.32† 94.45† 
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Dataset Methods 

(#features) 

Classifiers (%) 

NB SVM KNN Bagging J48 MLP IPSO 

 

Zoo 

CAR (6) 94.05† 93.92† 93.32† 94.02† 94.07† 94.05† 95.45† 

Relief-F (7) 95.03† 93.70† 93.01† 93.01† 94.12† 94.12† 95.03† 

SVD (8) 96.09† 94.67† 94.78† 94.67† 94.32† 94.67† 95.56† 

MOGA (6) 94.78† 94.23† 94.45† 95.21≈ 94.32† 94.34† 94.54† 

GRG (8) 97.01 95.04 95.05 95.48 95.89 95.12 97.04 

 

Dermatology 

CFS (9) 98.76 97.42† 97.01† 98.06≈ 98.07† 98.62≈ 98.76≈ 

CON (9) 98.52≈ 98.25≈ 95.56† 98.06≈ 98.86 98.67≈ 98.52≈ 

CAR (11) 98.73≈ 98.30≈ 97.42† 98.31≈ 98.06† 98.07≈ 98.73≈ 

Relief-(11) 98.72≈ 98.45≈ 95.56† 97.16† 98.76≈ 98.46≈ 98.72≈ 

SVD (9) 97.78† 98.03≈ 96.75† 97.09† 98.01† 97.89† 97.78† 

MOGA (9) 97.87† 97.89† 97.90† 97.05† 98.67≈ 97.90† 97.87† 

GRG (9) 98.23≈ 98.57 98.45 98.51 98.41≈ 98.93 98.97 

 

Mushroom 

CFS (4) 97.52† 96.01† 96.52† 97.01† 97.01† 97.01† 97.52† 

CON (5) 98.52† 98.85† 98.52† 99.05≈ 98.16† 99.86 98.52≈ 

CAR (8) 98.02† 98.32† 99.02≈ 99.65 99.23 99.01† 98.02† 

Relief-F (5) 97.04† 98.03† 98.03† 98.13† 98.10† 98.10† 97.04† 

SVD (5) 97.04† 97.23† 97.23† 97.83† 97.34† 87.64† 97.04† 

MOGA (5) 97.34† 95.45† 96.67† 96.34† 96.34† 96.45† 97.34† 

GRG (5) 99.04 99.02 99.34 98.78† 96.89† 99.08† 98.65 

 

Coil20 

CFS (194) 78.12† 79.24† 80.01† 80.10† 79.25† 79.85† 78.12† 

CON (194) 79.60† 79.20† 78.00† 79.35† 79.34† 78.79† 79.60† 

CAR (201) 77.12† 78.24† 77.01† 80.10† 75.25† 78.85† 77.12† 

Relief (198) 77.60† 78.20† 77.80† 78.35† 77.34† 78.49† 77.60† 

SVD (132) 76.60† 76.20† 77.80† 75.35† 76.64† 78.49† 76.60† 

MOGA (95) 82.20† 79.99† 82.92 83.02 83.02† 84.20≈ 82.20† 

GRG (132) 83.12 80.01 81.87† 82.32† 84.32 84.43 85.43 

 

Orl 

CFS (201) 55.12† 55.24† 53.01† 51.10† 53.80† 51.35† 55.12† 

CON (198) 56.60† 53.20† 52.00† 51.35† 50.70† 52.89† 56.60† 

CAR (204) 55.12† 55.24† 53.01† 51.10† 53.80† 51.35† 55.12† 

Relief-F 

(213) 

54.60† 54.20† 54.01† 54.25† 53.79† 53.89† 54.60† 

SVD (142) 52.12† 53.24† 53.01† 52.10† 53.80† 54.35† 52.12† 

MOGA 

(110) 

59.60† 57.20† 59.00† 58.25† 59.70† 59.09† 59.60† 

GRG (142) 60.01 59.03 60.07 61.02 61.02 60.21 61.98 

 

Allaml 

CFS (221) 81.12† 81.32† 82.62† 83.82† 82.21† 83.01† 81.12† 

CON (230) 79.12† 80.32† 81.62† 82.82† 80.21† 82.01† 79.12† 

CAR (201) 80.02† 80.32† 81.52† 82.72† 81.21† 82.02† 80.02† 
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Dataset Methods 

(#features) 

Classifiers (%) 

NB SVM KNN Bagging J48 MLP IPSO 

Relief-F 

(210) 

81.12† 81.32† 82.62† 83.82† 82.21† 83.11† 81.12† 

SVD (212) 80.22† 81.62† 81.27† 82.92† 82.81† 83.19† 80.22† 

MOGA 

(194) 

81.12† 83.32≈ 84.72 81.82† 82.01† 82.21† 81.12† 

GRG (212) 83.43 83.67 84.32≈ 84.21 83.70 84.76 84.50 

Leukemia CFS (147) 83.23† 84.23† 82.67† 82.02† 82.05† 83.23† 83.23† 

 CON (159) 84.05† 85.87† 84.23† 84.12† 84.21† 84.67† 84.05† 

 CAR (147) 83.47† 85.23† 84.56† 84.53† 84.54† 84.56† 83.47† 

 Relief-F 

(159) 

84.23† 85.34† 84.12† 84.34† 84.34† 84.98† 84.23† 

 SVD (124) 73.68† 76.32† 71.05† 71.02† 71.05† 73.68† 73.68† 

 MOGA (97) 86.34† 85.90† 85.50† 85.78† 87.12† 86.23† 86.34† 

 GRG (124) 87.67 86.98 86.67 86.98 88.20 87.98 88.90 

To show the effectiveness of the classifiers based on the reduced features achieved from 

different existing feature selection method, some other statistical measurements given in 

Equation (2.25) to (2.28) are performed and the average results for all seven classifiers are 

listed in Table 3.9.  

Table 3.9: Statistical measures for GRG and different competitive algorithm 

Dataset Methods Recall Fall_out Specificity F1_Score 

 

Wine 

CFS (8) 0.96 0.04 0.95 0.96 

CON (8) 0.96 0.04 0.96 0.96 

CAR (8) 0.95 0.06 0.94 0.95 

Relief-F (9) 0.96 0.04 0.96 0.95 

SVD (9) 0.97 0.03 0.96 0.97 

MOGA (7) 0.97 0.03 0.97 0.97 

GRG (9) 0.97 0.02 0.98 0.97 

 

 

Heart 

CFS (8) 0.98 0.02 0.98 0.97 

CON (11) 0.82 0.18 0.83 0.82 

CAR (10) 0.83 0.16 0.82 0.83 

Relief-F (10) 0.83 0.17 0.83 0.83 

SVD (9) 0.82 0.17 0.82 0.83 

MOGA (8) 0.83 0.18 0.82 0.82 

GRG (9) 0.85 0.14 0.84 0.85 

CFS (6) 0.66 0.36 0.67 0.66 
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Dataset Methods Recall Fall_out Specificity F1_Score 

 

 

Glass 

CON (7) 0.65 0.36 0.65 0.64 

CAR (8) 0.69 0.31 0.68 0.69 

Relief-F (8) 0.68 0.32 0.69 0.68 

SVD (8) 0.69 0.31 0.69 0.68 

MOGA (7) 0.68 0.32 0.68 0.68 

GRG (8) 0.74 0.25 0.73 0.74 

 

 

Zoo 

CFS (9) 0.94 0.06 0.93 0.94 

CON (9) 0.94 0.06 0.94 0.93 

CAR (6) 0.94 0.06 0.92 0.94 

Relief-F (7) 0.94 0.05 0.94 0.93 

SVD (8) 0.95 0.05 0.95 0.95 

MOGA (6) 0.95 0.04 0.95 0.94 

GRG (8) 0.96 0.03 0.96 0.95 

 

 

Dermatology 

CFS (9) 0.98 0.01 0.99 0.98 

CON (9) 0.98 0.01 0.98 0.97 

CAR (11) 0.98 0.02 0.97 0.98 

Relief-F (11) 0.98 0.02 0.98 0.98 

SVD (9) 0.98 0.02 0.98 0.97 

MOGA (9) 0.98 0.02 0.97 0.98 

GRG (9) 0.99 0.01 0.99 0.99 

 

 

Mushroom 

CFS (4) 0.97 0.03 0.96 0.97 

CON (5) 0.99 0.01 0.98 0.99 

CAR (8) 0.99 0.01 0.99 0.98 

Relief-F (5) 0.98 0.02 0.97 0.98 

SVD (5) 0.96 0.04 0.96 0.95 

MOGA (5) 0.97 0.01 0.96 0.97 

GRG (5) 0.99 0.01 0.99 0.98 

 

 

Coil20 

CFS (194) 0.80 0.19 0.81 0.80 

CON (194) 0.79 0.21 0.79 0.78 

CAR (201) 0.78 0.21 0.78 0.79 

Relief-F (198) 0.78 0.22 0.77 0.78 

SVD (132) 0.77 0.23 0.77 0.78 

MOGA (95) 0.83 0.16 0.83 0.83 

GRG (132) 0.83 0.17 0.83 0.83 

 CFS (201) 0.54 0.45 0.53 0.54 

CON (198) 0.53 0.45 0.53 0.52 
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Dataset Methods Recall Fall_out Specificity F1_Score 

 

Orl 

CAR (204) 0.53 0.46 0.52 0.53 

Relief-F (213) 0.54 0.46 0.54 0.53 

SVD (142) 0.54 0.46 0.54 0.54 

MOGA (110) 0.59 0.37 0.60 0.59 

GRG (142) 0.60 0.39 0.60 0.60 

 

 

Allaml 

CFS (221) 0.82 0.17 0.82 0.82 

CON (230) 0.83 0.18 0.83 0.82 

CAR (201) 0.81 0.19 0.80 0.81 

Relief-F (210) 0.81 0.19 0.81 0.82 

SVD (212) 0.82 0.18 0.81 0.82 

MOGA (194) 0.82 0.18 0.82 0.81 

GRG (212) 0.84 0.15 0.83 0.84 

 

 

Leukemia 

CFS (147) 0.83 0.16 0.81 0.83 

CON (159) 0.85 0.13 0.85 0.84 

CAR (147) 0.85 0.14 0.85 0.85 

Relief-F (159) 0.85 0.15 0.86 0.85 

SVD (124) 0.73 0.23 0.73 0.77 

MOGA (97) 0.88 0.12 0.87 0.88 

GRG (124) 0.88 0.12 0.89 0.88 

From Table 3.8 and 3.9, it is proved that the proposed GRG method is better than most of 

the existing standard methods.  

3.2.3 Comparative Analysis of SRG and GRG Methods: 

Comparisons of SRG [43], and GRG [44] methods are made based on the results given by both 

methods on experimental datasets.  

Here, both the methods generate single reduct. The method SRG selects single reduct based 

on RST [17-20]. On the other hand, GRG method selects reduct based on Minimal Spanning 

Tree and RST concepts.  

In Table 3.10, the average classification accuracies are measured based on the reduced 

feature subset generated by SRG and GRG method by mentioned existing state of the art 

classifiers from Weka tool [218].  

It is observed that the SRG method identifies lesser number of features in the reduct than 

GRG method but at the same time GRG method gives better classification accuracies for 

some experimental datasets such as Heart, Zoo, Mushroom and Allaml. Computational time 

required for execution of SRG is little less than GRG.  
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Table 3.10: Comparison of SRG and GRG methods 

Dataset #Selected 

features 

Average Accuracy 

(%) 

Computational time 

(sec) 

SRG GRG SRG GRG SRG GRG 

Wine 6 9 97.89 97.29 3.10 5.23 

Heart 4 9 84.05 84.70 2.01 3.12 

Glass 6 8 73.62 73.61 1.99 2.98 

Zoo 8 8 95.59 95.80 0.98 1.74 

Dermatology 9 9 99.13 98.57 22.43 31.23 

Mushroom 4 5 98.53 98.68 167.23 248.45 

Coil20 123 132 89.56 83.07 635.21 987.34 

Orl 132 142 62.13 60.47 435.23 735.23 

Allaml 201 212 82.81 84.08 1021.23 1670.43 

Leukemia 102 124 88.97 87.62 1010.84 1800.02 

3.3 Multiple Feature Subset Selection:  

In many applications, feature selection technique focuses on multiple feature subset 

selection as they calculate the group performance of features and helps to identify the best 

set of features in a data set. In this section, two multiple feature subset selection methods 
[47, 48] are proposed by which multiple reducts are generated from the datasets. First method 
[47] generates multiple reducts based on the concepts of RST only while the second method 
[48] generates multiple reducts based on the concepts of RST, clustering algorithm and graph 

theory. 

3.3.1 Multiple Reducts Generation Using Forward Selection and Backward Removal 

Techniques (FSBR): 

In this section, the multiple feature subset selection method FSBR [47] is described for 

selecting a set of compact feature subset from a dataset without losing any information. This 

novel and heuristic method tries to find out only a compact reduct set based on the concepts 

like discernibility relation and attribute dependency of the rough set theory [17-20].  

The method tries to tradeoff between the two approaches popularly used by different 

researchers by forming only a few reducts without spending much time to compute all 

possible reducts. Before describing the method, basics of rough set theory is presented 

briefly below. 

a. Related Concepts of Rough Set Theory: 

The rough set theory is based on indiscernibility relations and approximations. 

Indiscernibility relation is usually assumed to be equivalence relation, interpreted so that 

two objects are equivalent if they are not distinguishable by their properties.  
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Given a decision system DS = (U, A), where U is the universe of discourse and A is the total 

number of attributes consisting of two types of attributes namely conditional attributes (C) 

and decision attributes (D) so that A = C  D.  

Let the universe U = {x1, x2,  .., xn}, then with any P  A, there is an associated P-

indiscernibility relation IND(P) defined by Equation (2.7) in the section 2.3.2.6. 

The lower approximation of a target set X with respect to P is the set of all objects which 

certainly belongs to X, as defined by the Equation (2.8) in the section 2.3.2.6. 

The upper approximation of the target set X with respect to P is the set of all objects which 

can possibly belong to X, as defined by the Equation (2.10) in the section 2.3.2.6. 

The rough set is defined by the tuple <𝑃𝑋, 𝑃X >. 

Based on the concepts of discernibility, a discernibility matrix is constructed to represent 

the family of discernibility relations.  

Each cell in a discernibility matrix consists of all the attributes on which the two objects 

have the different values. Two objects are discernible with respect to a set of attributes if 

the set is a subset of the corresponding cell of the discernibility matrix. 

Discernibility matrix M = (mi) is a |U|  |U| matrix, in which the element mi for an 
object pair (xi, xj) is defined by Equation (3.6). 

mij = {a  C: a(xi)  a(xj)  (dD, d(xi)  d(xj))}, where, i, j = 1, 2, 3,  .., n (3.6) 

Example: To illustrate the concept of discernibility matrix, a decision system is considered 

in Table 3.11. According to Equation (3.6) discernibility matrix of the Table 3.11 is given 

in Table 3.12.  

Table 3.11: Sample Decision System  

Attributesm /Objects a’ b’ c’ d’ D 

O1 0 1 3 0 1 

O2 0 1 1 2 1 

O3 1 1 1 0 1 

O4 1 4 3 0 2 

O5 0 4 2 0 2 

O6 1 4 3 1 3 

O7 2 4 3 1 3 

O8 2 5 3 1 3 
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Table 3.12: Discernibility Matrix of the Decision System Given in Table 3.11 

   
a'b' b'c'  a'b'd'  a'b'd'  a'b'd'  

   
b'c'd'  b'c'd'  a'b'c'd'  a'b'c'd'  a'b'c'd‘  

   
b'c'  a'b'c'  b'c'd'  a'b'c'd'  a'b'c'd'  

     
 d'  a'd'  a'b'd’ 

     
a'c'd‘  a'c'd‘  a'b'c'd' 

        

        

        

• Attribute Dependency: 

Attribute dependency of two disjoint attribute set Q on attribute set P is denoted by γP(Q) 

in RST and is given in Equation (2.12). Where P and Q are disjoint to each other. That is, 

for each equivalence class Qi in [x]Q, the size of its lower approximation is added up by the 

attributes in P, i.e., 𝑃𝑄𝑖.  

This approximation is the number of objects which on attribute set P can be positively 

identified as belonging to target set Qi. Added across all equivalence classes in [x]Q, the 

numerator above represents the total number of objects which, based on attribute set P, can 

be positively categorized according to the classification induced by attributes Q. The 

dependency ratio therefore expresses the proportion of such classifiable objects.  

• Core and Noncore Attribute: 

Each entry (i, j) of matrix M contains the attributes by which the objects i and j are 

distinguishable. An entry contains minimum number of attributes implies that the 

attribute(s) is (are) sufficient to distinguish two associated objects and so it is considered as 

the most important attribute. In matrix M, the entries with the minimum number of attributes 

form core attribute set, say CR, defined by Equation (3.7) and remaining are treated as 

noncore attributes, say NC. 

 𝐶𝑅 = ∪ {𝑚𝑖𝑗|𝑚𝑖𝑗 ≠ ∅ and |𝑚𝑖𝑗| = 1, ∀ 𝑖, 𝑗 = 1, 2, … , 𝑛} (3.7) 

Example: The discernibility matrix in Table 3.12 show that the single entry (4, 6) contains 

d', which is the minimum and so CR = {d'} is formed.  

Hence the rest of the conditional attributes form a set of noncore set NC = {a', b', c'}.  
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Noncore attributes are further ranked based on their frequency in matrix M using equation 

(3.8).  

Higher frequency indicates higher ranked attribute and vice versa. 

𝑅𝑁𝐾(𝑎) = |{𝑥: 𝑥 ∈ 𝑀⋀𝑎 ∈ {𝑥}}|                                        (3.8) 

From the discernibility matrix in Table 3.12, since the frequency of a =15, b = 17 and c = 

14, so according to the rank of decreasing order, the attribute set NC = {b, a, c }. 

• Reduction of Attributes: 

A reduct can be thought of as a complete set of attributes to represent the category structure 

of the decision system. Projected on just these attributes, the decision system possesses the 

same equivalence class structure as that expressed by the full attribute set. A subset of 

attributes R is a reduct if the dependency of decision attribute D on R is exactly equal to that 

of D on whole conditional attribute set C and defined in Equation (3.9). 

 γR(D) = γC(D)       (3.9) 

The reduct of an information system is not unique.  

There may be many subsets of attributes which preserve the equivalence-class structure 

(i.e., the knowledge) expressed in the decision system. 

The detail procedure of reduct generation by FSBR is discussed below. 

b. Compact Reduct Set Formation: 

Based on the discernibility matrix M, the attributes are divided into the core set CR and 

noncore set NC.  

The FSBR method uses (i) a forward attribute selection method and (ii) a backward attribute 

removal method for the computation of final reduct set RED. 

h. Forward Attribute Selection: Rank of all noncore attributes in NC is calculated 
based on their frequency in the discernibility matrix M using Equation (3.8). 
Obviously, attribute having higher frequency has higher rank and is more important 
than the other attributes. Next, highest ranked element of NC is added to the core CR 
in each iteration; provided the dependency of the decision attribute D on the resultant 
set increases; otherwise, it is ignored and next iteration with the remaining elements 
in NC is performed. The process terminates when the resultant set satisfies the 
Equation (3.9) or satisfy the criteria (|R(D)- C(D)| < ) where the value of  is very 
small, set experimentally. After getting one reduct, the same process is repeated with 
core CR and remaining noncore attributes in NC and finally, multiple reducts are 
obtained. 
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ii. Backward Attribute Removal: The demerit of forward attribute selection is that 
it always selects the higher ranked attribute before the lower one. In some cases, one 
higher ranked attribute (say, in i-th iteration) together with another comparatively 
lower ranked attribute (say, in (i+2)-th iteration) may have higher attribute 
dependency compared to that in the case which arises in forward selection method by 
three consecutive, namely, i-th, (i+1)-th and (i+2)-th iterations. In such situations, the 
noncore attribute added in (i+1)-th iteration may be removed from the generated 
reduct. So, for each noncore attribute x in generated reduct R, it is checked whether 
Equation (3.9) or the criteria (|R(D)- C(D)| < ) is satisfied using R – {x}, instead of 
R. If it is satisfied, then x is redundant and must be removed. Thus, all redundant 
attributes are obtained and stored in set RM. Now, if the Equation (3.9) or (|R(D)- 
C(D)| <) is satisfied using R – RM instead of R, then R - RM is a final reduct; 
otherwise, repeatedly compute all subsets of RM taking |RM| - 1 elements together 
and check the Equation (3.9) or (|R(D)- C(D)| < ) for all those subsets. For any 
subset S satisfying the Equation (3.9) or (|R(D)- C(D)| < ), removing S from R gives  
a reduct and further processing with the subsets of S is not required. This acts as the 
terminating condition for the process. Thus, for a single reduct obtained by the 
forward selection method, a set of reducts may be formed. Repeating the process for 
all reducts obtained from forward selection method gives a compact set of reducts. 

Example: For the decision system DS in Table 3.11, the forward selection method gives 

two reducts RED = {{ b, d }, { a, c, d }}. Here, both the reducts contains no redundant 

attributes, so backward removal method can’t eliminate any attribute from the reducts in 

RED. So, RED = {{b, d }, { a, c, d }} is the final reducts of the sample decision system. 

The algorithm of a compact set of reducts formation for a decision system DS = (U, A) is 

described below, where forward selection method is described in the ‘Reduct_Formation’ 

algorithm and for each generated reduct, backward removal algorithm ‘Back_Removal’ is 

invoked to obtain the compact set of reducts. 

Algorithm: Reduct_Formation (DS, CR, NC)  

Input: DS, CR, NC /*Decision system with C conditional attributes and D   

          decision attributes, the core and the non-core attributes */ 

 Output: RED /*set of compact reducts */ 

 Begin  

   Repeat  

     R = CR /* core is considered as initial reduct*/  

     NC_OLD = NC /* a copy of initial elements of NC*/  

     Repeat  

        x = the next highest ranked element of NC  

        if R{x}(D) > R(D) then  

           R = R  {x}  

           NC = NC - {x}  

        end-if  

     Until ((R(D) = C(D)) OR (|R(D)- C(D)|<)).  

     Call Back_Removal (DS, RED, R, CR, NC)  

      RED = RED  R  

  Until (NC is empty)  

End 

Algorithm: Back_Removal (DS, RED, R, CR,NC)  
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/*DS = Decision system with C conditional attributes and D decision attributes, CR = the 

core, NC = the non-core attributes, RED = set of reducts, R = a single reduct */  

Begin  

   RD = RM =  //RM contains all redundant attributes  

   for each x in (R – CR) do 

      if ((R - {x}(D) = C(D)) OR (|R(D)- C(D)|<)) then 

          RM = RM  {x}  

    Insert RM into Queue Q  

    While (Q is not empty)  

         RM = Remove (Q)  

         if ((R – RM (D) = C(D)) OR (|R-RM(D)- C(D)|<)) then 

             if (R – RM  any reduct in RED) then 

                  Continue.  

             else  

                 RED = R – RM  

                 NC = NC  RM  

             end-if  

        else  

             Compute all subsets of length |RM| - 1 of RM  

             Insert all subsets into Q  

         end-if                 

    end-while  

End  

c. Experimental Results of Method: 

Extensive experiments are done to evaluate the FSBR method using experimental 

benchmark datasets [27, 28] described in the section 2.2.  

Experimental results presented here provide an evidence of effectiveness of FSBR method 

to identify the set of significant feature subset as a multiple reduct. At first, all the attributes 

are discretized by ChiMerge [219] discretization algorithm.  

Then proposed FSBR [47] and other well-known feature selection methods such as, CFS 

[95], CON [213], CAR [214], Relief-F [215], SVD [216] and MOGA [217] are applied on 

the dataset for selecting the important features by different method and the reduced datasets 

are classified on the considered base classifiers.10-fold cross validation is used for the 

classification performance evaluation.  

The results of the best reduct of the multiple reducts generated by FSBR method are shown 

in Table 3.13.  

Similar to the SRG method discussed in section 3.2.1.6, the statistical analysis is done using 

Wilcoxon’s rank sum test [39] and results are listed in Table 3.13. To indicate the best 

performing algorithm bold faced font is used. 
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Table 3.13. Performance analysis of FSBR and existing methods 

Dataset Methods 

(#features) 

Classifiers (%) 

 

 

Wine 

NB SVM KNN Bagging J48 MLP IPSO 

CFS (8) 96.19† 96.96† 96.45† 94.94† 93.82† 93.10† 95.70† 

CON (8) 96.19† 97.11† 96.63† 94.94† 94.94† 94.30† 97.65† 

CAR (8) 96.19† 96.21† 96.45† 94.74† 93.82† 93.10† 96.56† 

Relief-(9) 96.69† 96.61† 96.63† 94.94† 94.97† 94.40† 97.23† 

SVD (7) 96.65† 96.56† 96.76† 95.78† 95.45† 95.98† 97.80† 

MOGA (7) 97.17† 96.65† 95.56† 96.64 95.78 95.87† 97.67† 

MRG (7) 98.96 98.64 97.98 97.87 96.90 96.83 98.67 

 

Heart 

CFS (8) 84.36† 84.75† 81.67† 81.11† 81.11† 81.67† 82.78† 

CON (11) 84.50† 84.44† 82.07† 81.48† 82.89† 79.55† 82.72† 

CAR (10) 83.36† 84.75† 81.67† 83.11† 82.11† 80.67† 82.34† 

Relief-10) 83.50† 84.44† 82.07† 81.48† 83.89† 79.59† 82.30† 

SVD (7) 83.45† 83.67† 83.98† 82.21† 83.21† 82.08† 83.87† 

MOGA (8) 84.67† 83.32† 83.22† 83.56† 83.87† 83.26† 84.98† 

MRG (7) 85.22 85.31 84.37 84.98 84.93 84.97 85.83 

 

Glass 

CFS (6) 43.92† 57.94† 79.91† 73.83† 68.69† 70.09† 66.02† 

CON (7) 47.20† 57.48† 78.50† 71.50† 64.20† 68.60† 64.65† 

CAR (8) 56.92† 58.94† 80.91 75.83† 69.69† 71.09† 68.54† 

Relief-(8) 57.20† 57.48† 79.50† 70.50† 63.20† 72.60† 67.74† 

SVD (4) 56.67† 57.75† 77.39† 71.56† 67.50† 74.45† 75.89† 

MOGA (7) 56.54† 57.76† 76.49† 72.45† 64.76† 70.89† 76.23† 

MRG (4) 70.42 72.36 72.98† 78.13 75.19 77.42 80.56 

 

Zoo 

CFS (9) 96.03† 93.06† 94.05† 94.04† 93.06† 93.06† 93.54† 

CON (9) 96.03† 93.03† 94.05† 94.04† 93.88† 94.32† 94.45† 

CAR (6) 94.05† 93.92† 93.32† 94.02† 94.07† 94.05† 95.45† 

Relief-(7) 95.03† 93.70† 93.01† 93.01† 94.12† 94.12† 95.03† 

SVD (6) 96.09† 94.67† 94.78† 94.67† 94.32† 94.67† 95.56† 

MOGA (6) 94.78† 94.23† 94.45† 95.21† 94.32† 94.34† 94.54† 

MRG (6) 98.02 97.19 97.24 97.04 98.27 96.21 97.04 

 

Dermatology 

CFS (9) 98.76† 97.42† 97.01† 98.06† 98.07† 98.62† 99.09 

CON (9) 98.52† 98.25† 95.56† 98.06† 98.86† 98.67† 98.45† 

CAR (11) 98.73† 98.30† 97.42† 98.31† 98.06† 98.07† 98.54† 

Relief-11) 98.72† 98.45† 95.56† 97.16† 98.76† 98.46† 98.45† 

SVD (8) 97.78† 98.03† 96.75† 97.09† 98.01† 97.89† 97.65† 

MOGA (9) 97.87† 97.89† 97.90† 97.05† 98.67† 97.90† 97.50† 

MRG (8) 99.33 99.27 98.06 99.17 99.16 99.27 99.06≈ 

CFS (4) 97.52† 96.01† 96.52† 97.01† 97.01† 97.01† 97.04† 
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Dataset Methods 

(#features) 

Classifiers (%) 

 

 

Wine 

NB SVM KNN Bagging J48 MLP IPSO 

CFS (8) 96.19† 96.96† 96.45† 94.94† 93.82† 93.10† 95.70† 

CON (8) 96.19† 97.11† 96.63† 94.94† 94.94† 94.30† 97.65† 

CAR (8) 96.19† 96.21† 96.45† 94.74† 93.82† 93.10† 96.56† 

Relief-(9) 96.69† 96.61† 96.63† 94.94† 94.97† 94.40† 97.23† 

SVD (7) 96.65† 96.56† 96.76† 95.78† 95.45† 95.98† 97.80† 

MOGA (7) 97.17† 96.65† 95.56† 96.64 95.78 95.87† 97.67† 

MRG (7) 98.96 98.64 97.98 97.87 96.90 96.83 98.67 

 

Mushroom 

CON (5) 98.52 98.85 98.52≈ 99.05† 98.16† 99.86 98.54≈ 

CAR (8) 98.02≈ 98.32≈ 99.02 99.65 99.23 99.01† 98.45≈ 

Relief-(5) 97.04† 98.03† 98.03† 98.13† 98.10† 98.10† 98.23≈ 

SVD (4) 97.04† 97.23† 97.23† 97.83† 97.34† 87.64† 97.45† 

MOGA (5) 97.34† 95.45† 96.67† 96.34† 96.34† 96.45† 97.64† 

MRG (4) 98.52 98.55≈ 98.39† 97.44† 98.54† 98.72† 98.68 

 

Coil20 

CFS (194) 78.12† 79.24† 80.01† 80.10† 79.25† 79.85† 80.98† 

CON (194) 79.60† 79.20† 78.00† 79.35† 79.34† 78.79† 80.21† 

CAR (201) 77.12† 78.24† 77.01† 80.10† 75.25† 78.85† 78.98† 

Relief-198) 77.60† 78.20† 77.80† 78.35† 77.34† 78.49† 80.21† 

SVD (119) 76.60† 76.20† 77.80† 75.35† 76.64† 78.49† 79.21† 

MOGA (95) 82.20† 79.99† 82.92† 83.02≈ 83.02† 84.20† 84.71† 

MRG (119) 84.60 82.90 84.80 83.48 84.98 86.76 85.56 

 

 

Orl 

CFS (201) 55.12† 55.24† 53.01† 51.10† 53.80† 51.35† 57.65† 

CON (198) 56.60† 53.20† 52.00† 51.35† 50.70† 52.89† 54.87† 

CAR (204) 55.12† 55.24† 53.01† 51.10† 53.80† 51.35† 57.65† 

Relief-(213) 54.60† 54.20† 54.01† 54.25† 53.79† 53.89† 54.87† 

SVD (137) 52.12† 53.24† 53.01† 52.10† 53.80† 54.35† 57.65† 

MOGA 

(110) 

59.60† 57.20† 59.00† 58.25† 59.70 59.09 59.87 

MRG (137) 61.20 63.40 60.30 60.21 59.34 59.34 59.32 

 

 

Allaml 

CFS (221) 81.12† 81.32† 82.62† 83.82† 82.21† 83.01† 83.80† 

CON (230) 79.12† 80.32† 81.62† 82.82† 80.21† 82.01† 83.80† 

CAR (201) 80.02† 80.32† 81.52† 82.72† 81.21† 82.02† 82.80† 

Relief-(210) 81.12≈ 81.32† 82.62† 83.82† 82.21† 83.11† 83.80† 

 SVD (173) 80.22† 81.62† 81.27† 82.92† 82.81† 83.19† 82.80† 

MOGA 

(194) 

81.12≈ 83.32† 84.72† 81.82† 82.01† 82.21† 84.50† 

MRG (173) 81.46 84.32 85.98 85.36 85.98 84.23 86.32 

 CFS (147) 83.23† 84.23† 82.67† 82.02† 82.05† 83.23† 84.34† 

CON (159) 84.05† 85.87† 84.23† 84.12† 84.21† 84.67† 85.01† 
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Dataset Methods 

(#features) 

Classifiers (%) 

 

 

Wine 

NB SVM KNN Bagging J48 MLP IPSO 

CFS (8) 96.19† 96.96† 96.45† 94.94† 93.82† 93.10† 95.70† 

CON (8) 96.19† 97.11† 96.63† 94.94† 94.94† 94.30† 97.65† 

CAR (8) 96.19† 96.21† 96.45† 94.74† 93.82† 93.10† 96.56† 

Relief-(9) 96.69† 96.61† 96.63† 94.94† 94.97† 94.40† 97.23† 

SVD (7) 96.65† 96.56† 96.76† 95.78† 95.45† 95.98† 97.80† 

MOGA (7) 97.17† 96.65† 95.56† 96.64 95.78 95.87† 97.67† 

MRG (7) 98.96 98.64 97.98 97.87 96.90 96.83 98.67 

 

Leukemia 

CAR (147) 83.47† 85.23† 84.56† 84.53† 84.54† 84.56† 89.10† 

Relief-F 

(159) 

84.23† 85.34† 84.12† 84.34† 84.34† 84.98† 87.50† 

SVD (99) 73.68† 76.32† 71.05† 71.02† 71.05† 73.68† 75.87† 

MOGA (97) 86.34† 85.90† 85.50† 85.78≈ 87.12≈ 86.23† 89.80 

MRG (99) 87.90 86.42 87.32 85.98 87.45 87.34 89.34≈ 

To show the effectiveness of the classifiers based on the reduced features achieved from 

different existing feature selection method, some other statistical measurements given in 

Equation (2.25) to (2.28) in the section 2.6.2 are performed and the average results for all 

seven classifiers are listed in Table 3.14.  

Table 3.14: Statistical measures for FSBR and different competitive algorithm 

Dataset Methods Recall Fall_out Specificity F1_Score 

 

 

Wine 

CFS (8) 0.96 0.04 0.95 0.96 

CON (8) 0.96 0.04 0.96 0.96 

CAR (8) 0.95 0.06 0.94 0.95 

Relief-F (9) 0.96 0.04 0.96 0.95 

SVD (6) 0.97 0.03 0.96 0.97 

MOGA (7) 0.97 0.03 0.97 0.97 

FSBR (6) 0.97 0.02 0.97 0.98 

 

 

Heart 

CFS (8) 0.98 0.02 0.98 0.97 

CON (11) 0.82 0.18 0.83 0.82 

CAR (10) 0.83 0.16 0.82 0.83 

Relief-F (10) 0.83 0.17 0.83 0.83 

SVD (9) 0.82 0.17 0.82 0.83 

MOGA (8) 0.83 0.18 0.82 0.82 

FSBR (9) 0.85 0.15 0.84 0.85 

 CFS (6) 0.66 0.36 0.67 0.66 

CON (7) 0.65 0.36 0.65 0.64 
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Dataset Methods Recall Fall_out Specificity F1_Score 

Glass CAR (8) 0.69 0.31 0.68 0.69 

Relief-F (8) 0.68 0.32 0.69 0.68 

SVD (6) 0.69 0.31 0.69 0.68 

MOGA (7) 0.68 0.32 0.68 0.68 

FSBR (6) 0.74 0.25 0.75 0.74 

 

 

Zoo 

CFS (9) 0.94 0.06 0.93 0.94 

CON (9) 0.94 0.06 0.94 0.93 

CAR (6) 0.94 0.06 0.92 0.94 

Relief-F (7) 0.94 0.05 0.94 0.93 

SVD (8) 0.95 0.05 0.95 0.95 

MOGA (6) 0.95 0.04 0.95 0.94 

FSBR (8) 0.95 0.03 0.94 0.95 

 

 

Dermatology 

CFS (9) 0.98 0.01 0.99 0.98 

CON (9) 0.98 0.01 0.98 0.97 

CAR (11) 0.98 0.02 0.97 0.98 

Relief-F (11) 0.98 0.02 0.98 0.98 

SVD (11) 0.98 0.02 0.98 0.97 

MOGA (9) 0.98 0.02 0.97 0.98 

FSBR (11) 0.99 0.01 0.98 0.99 

 

 

Mushroom 

CFS (4) 0.97 0.03 0.96 0.97 

CON (5) 0.99 0.01 0.98 0.99 

CAR (8) 0.99 0.01 0.99 0.98 

Relief-F (5) 0.98 0.02 0.97 0.98 

SVD (5) 0.96 0.04 0.96 0.95 

MOGA (5) 0.97 0.01 0.96 0.97 

FSBR (5) 0.99 0.01 0.99 0.98 

 

 

Coil20 

CFS (194) 0.80 0.19 0.81 0.80 

CON (194) 0.79 0.21 0.79 0.78 

CAR (201) 0.78 0.21 0.78 0.79 

Relief-F (198) 0.78 0.22 0.77 0.78 

SVD (156) 0.77 0.23 0.77 0.78 

MOGA (95) 0.83 0.16 0.83 0.83 

FSBR (156) 0.84 0.16 0.83 0.84 

 CFS (201) 0.54 0.45 0.53 0.54 

CON (198) 0.53 0.45 0.53 0.52 

CAR (204) 0.53 0.46 0.52 0.53 
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Dataset Methods Recall Fall_out Specificity F1_Score 

 

Orl 

Relief-F (213) 0.54 0.46 0.54 0.53 

SVD (157) 0.54 0.46 0.54 0.54 

MOGA (110) 0.59 0.37 0.60 0.59 

FSBR (157) 0.61 0.37 0.61 0.61 

 

 

Allaml 

CFS (221) 0.82 0.17 0.82 0.82 

CON (230) 0.83 0.18 0.83 0.82 

CAR (201) 0.81 0.19 0.80 0.81 

Relief-F (210) 0.81 0.19 0.81 0.82 

SVD (167) 0.82 0.18 0.81 0.82 

MOGA (194) 0.82 0.18 0.82 0.81 

FSBR (167) 0.84 0.15 0.83 0.84 

 

 

Leukemia 

CFS (147) 0.83 0.16 0.81 0.83 

CON (159) 0.85 0.13 0.85 0.84 

CAR (147) 0.85 0.14 0.85 0.85 

Relief-F (159) 0.85 0.15 0.86 0.85 

SVD (127) 0.73 0.23 0.73 0.77 

MOGA (97) 0.88 0.12 0.87 0.88 

FSBR (127) 0.87 0.13 0.88 0.88 

From Table 3.13 and 3.14, it has been observed that the FSBR method is superior than most 

of the other methods in terms of both number of features, average classification accuracy 

and other statistical measures. It is also proved that the proposed FSBR method is 

statistically significant. 

3.3.2 Multiple Reducts Generation using Clustering Algorithm and Rough Set 

Theory(MRG): 

In this section, the multiple feature subset selection method MRG [48] is described for 

selecting multiple feature subsets from dataset with losing any information. The method can 

handle real valued data.  

The novel and heuristic method tries to find out multiple reducts based on the concepts of 

indiscernibility relation of rough set theory [17-20], graph theory [21] and clustering algorithm 
[22]. Here, the data mining problem is converted to graph theoretic problem and then multiple 

feature subset called multiple reduct in RST is generated. Many feature selection techniques 

use heuristics which may degrade the performance, but the proposed MRG method has a 

strong mathematical foundation and hence, produces better results.  

In this method, the concept of Rough Set Theory, graph theory and clustering algorithm is 

used to generate the multiple reducts from the dataset. The concept of Indiscernibility 
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relation [17] and Clustering approach [22] is used to make partitions of objects into equivalence 

classes.  

Indiscernibility relation of RST defined in Equation (2.7) is used for partitioning of objects 

of the decision system based on decision attribute only. Now, from the dataset by taking 

two conditional attributes at a time, partitioning of objects is done using K-means [127] or K-

prototype [130] clustering algorithm based on the nature of the dataset. Simple K-means 

algorithm is used for the continuous valued dataset whereas K-protoype clustering algorithm 

is used for categorical dataset for the clustering purpose. Based on two sets of partition, 

connecting factor between two conditional attributes is computed and an attribute 

connecting set (ACS) containing all pair-wise connection of the attributes with respect to 

Decision attribute is obtained. Then attribute connection of ACS having connecting factor 

less than average connecting value are removed and an undirected weighted graph called 

Attribute Connecting Graph (ACG) is constructed based on the reduced set ACS. The ACG, 

therefore, represents the total connecting structure of the connecting set ACS. The 

connecting factor between two attributes Ci and Cj is denoted by k which signifies that both 

Ci and Cj together partitioned the objects which is (k*100) % similar to that obtained only 

by the decision attribute D. Vertex with the sum of weights associated with the edges 

incident on a vertex is considered as the weighted degree of the vertex. Then average 

weighted degree or degree of connection of each vertex is calculated. Now, vertex with 

maximum degree of connection is removed with the adjustment of weighted degree of the 

vertices adjacent to it and stored the vertex in the reduct set. The process is repeated for 

modified graph until all the edges are removed from the graph, forming a compact set of 

attributes, called reduct. The method provides multiple reducts which is explained in detail 

in section 3.3.2.4. 

The detail procedure of reduct generation is discussed below. 

a. Partitioning the Objects of Decision System: 

The objects are partitioned by two different ways: 

• Partitioning of objects based on decision attribute using indiscernibility relation  

Let DS = (U, A) be a decision system where U is the finite, non-empty set of objects and A 

= C ∪ D such that C and D are set of condition and decision attributes respectively. For any 

P⊆A, there exists a binary relation IND(P), called indiscernibility relation and is defined in 

Equation (2.7). IND(P) is an equivalence relation which induces equivalence classes. The 

family of all equivalence classes of IND (P), i.e., partition determined by P, is denoted by 

U/IND (P) or simply U/P.Thus for decision attribute D, the equivalence classes are U/D 

obtained by IND (D) using the Equation (2.7). Let U/D=CLD= {𝐶𝐿1
𝐷, 𝐶𝐿2

𝐷, ………., 𝐶𝐿𝑘
𝐷}. 

• Partitioning of objects by applying clustering algorithm on the projections of dataset 

Let C= {C1, C2, ……, Cn} be the set of conditional attributes. Now projection on the dataset 

DS for two attributes Ci and Cj is performed using the Equation (3.10) to obtain the projected 

dataset (PDS).  
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                      𝑃𝐷𝑆 = ∏𝐶𝑖,𝐶𝑗(𝐷𝑆)                                                            (3.10)  

So PDS contains same number of objects as DS. Now the dataset PDS is clustered using K-

means or K-prototype algorithm with K as the number of distinct values of decision attribute 

D. 

Let the clusters obtain by Ci and Cj are 

 𝐶𝐿𝑖𝑗 = { 𝐶𝐿1
𝑖𝑗

 , 𝐶𝐿2
𝑖𝑗

, .……. 𝐶𝐿𝑘
𝑖𝑗

 } for all i, j = 1, 2, ……, n; i < j.  

b. Computation of Attribute Connecting Strength:  

Here, computation of connecting strength between attributes Ci and Cj are made based on 

those two partitions obtained in section 3.3.2.1. Attributes Ci and Cj are totally connected 

with respect to D if there are one to one correspondence among the elements of CLD and 

𝐶𝐿𝑖𝑗 .  

But in real situation, it rarely occurs and so connecting power of attributes Ci and Cj is 

measured by introducing the connecting factor f
𝑖,𝑗

 using the Equation (3.11), which 

measures the degree of connectivity of attributes between each other with respect to decision 

attribute. 

               f
𝑖,𝑗
=
1

𝐾
∑

1

𝐶𝐿𝑡
𝑖𝑗𝐶𝐿𝑡

𝑖𝑗
∈𝐶𝐿𝑖𝑗

 max
∀ 𝐶𝐿𝑃

𝐷∈𝐶𝐿𝐷
{𝐶𝐿𝑡

𝑖𝑗
∩ 𝐶𝐿𝑃

𝐷}                                   (3.11) 

         So f
𝑖,𝑗
= 1;  if Ci and Cj are totally connected with respect to D 

                      < 1;  otherwise.  

Thus, for n conditional attributes, there are 
𝑛(𝑛−1)

2
 pair wise connection of attributes with 

respect to D for the decision system DS in the form {𝐶𝑖𝐶𝑗
𝑓
𝑖,𝑗

→ 𝐷}. Let the attribute connecting 

set ACS = {𝐶𝑖𝐶𝑗
𝑓
𝑖,𝑗

→ 𝐷 ∀ i, j} which consists of all possible pair wise connection of attributes. 

Now the average connecting factor f is computed and the elements 𝐶𝑖𝐶𝑗
𝑓
𝑖,𝑗

→ 𝐷 with f
𝑖,𝑗
<f 

are discarded, and the rest is considered as the modified attribute connecting set MCS.  

c. Construction of Attribute Connecting Graph: 

Now from the MCS, a weighted undirected graph ACG = (V, E) is constructed as follows: 

• For each element 𝐶𝑖𝐶𝑗
𝑓
𝑖,𝑗

→ 𝐷 ∈ 𝑀𝐶𝑆 



Development of Intelligent Prediction System using Data Mining Techniques 

90 

 

i. Ci and Cj are considered as vertices of the graph G i.e., V = V ∪ {Ci} ∪ {Cj} Where V = 

{∅} initially. 

ii. An edge (Ci, Cj) is drawn with weight f
𝑖,𝑗

 i.e., E = E ∪ {(Ci, Cj)} where E = {∅} initially. 

Thus, E is a proper subset of V × V. 

This graph is called the attribute connecting graph ACG which represents how the attributes 

are connected to represent a decision system. 

The graph formation algorithm “Weighted_Undirected_Graph_Formation” is described 

below: 

Algorithm: Weighted_Undirected_Graph_Formation (DS, ACG)  

Input: DS = (U, A) where C= {C1, C2,…Cn} 

Output: Attribute Connecting graph ACG = (V, E) 

Begin 

 CLD= {𝐶𝐿1
𝐷,𝐶𝐿2

𝐷,  ………., 𝐶𝐿𝑘
𝐷} using (2.7), where k = |D| 

 f = 0 /*Average connection factor*/ 

  for i = 1 ton   do 

    for j = i+1 toton   do 

        PDS = ∏ (𝐷𝑆)𝐶𝑖,𝐶𝑗   

           𝐶𝐿𝑖𝑗= {𝐶𝐿1
𝑖𝑗

,𝐶𝐿2
𝑖𝑗

,……,𝐶𝐿𝑘
𝑖𝑗
} by clustering algorithm on PDS 

           Compute f
𝑖,𝑗

 using equation (3.11) 

         f = f + f
𝑖,𝑗

 

      end-for 

    end-for 

   f = 2f / n (n-1) /*Average Connecting Factor*/ 

   V = {∅}, E = {∅} 

   for i = 1 ton do 

  for j = i+1 toton do 

     if f
𝑖,𝑗
>f then 

           V = V ∪{Ci} ∪ {Cj}. 

           E = E ∪{(Ci, Cj) with weight f
𝑖,𝑗

} 

          end-if 

  end-for 

 end-for 

  Return ACG = (V, E)     

End  

c. Generation of Reduct: 

The undirected weighted graph ACG = (V, E) has the weighted edges. The weight of an 

edge indicates the classification power of the attributes corresponding to the terminal nodes 

of the edge.  



Feature Selection 

91 

 

Higher the weight of an edge indicates better the classification power of the combined 

attributes (nodes). Now a term degree of connection of a node is defined as follows: 

Definition: Degree of Connection of a Node: 

Let ACG = (V, E) be an undirected weighted graph and vi ∈ V be a node. Then the degree 

of connection of a node vi denoted by dc(vi) is defined as 

 dc(vi) = 
1

𝑑𝑒𝑔 (𝑣𝑖)
∑𝑤𝑖𝑗 / (vi, vj) ∈ E and 𝑤𝑖𝑗 is the weight of (vi, vj)          (3.12) 

where deg (vi) is the degree [21] of the vertex vi. 

Here, higher the degree of connection implies the corresponding attribute is more important. 

So, the reduct is formed using following steps: 

• Initially the attribute associated with the node v with the highest degree of connection 

is considered as reduct. 

• Then the vertex v is removed from the attribute connecting graph (ACG). As a vertex is 

removed, so the ‘degree of connection’ of the vertices incident on the removed vertex 

are reduced by the weight associated with the corresponding edge. 

• Thus, the graph ACG is modified, and the new attribute associated with the current 

highest degree of connection is added to the reduct and repeat the same process until all 

the edges are removed or the graph becomes empty. 

Here, multiple reducts will be generated if more than one vertex has the highest degree of 

connection at some iteration. For example if after certain iteration the reduct set R = 

{𝐶1
′, 𝐶2

′  ,…., 𝐶𝑟
′} and for next iteration j-vertices 𝑣𝑟+1

′ ,  𝑣𝑟+2
′ ,... 𝑣𝑟+𝑗

′  has the highest degree 

of connection then after this iteration the reduct is R = {(𝐶1
′, 𝐶2

′ ,…. 𝐶𝑟
′, 𝐶𝑟+1

′ ), 

(𝐶1
′, 𝐶2

′ ,…. 𝐶𝑟
′, 𝐶𝑟+2

′ ),….. (𝐶1
′, 𝐶2

′ ,…. 𝐶𝑟
′ , 𝐶𝑟+𝑗

′ )}. Thus, for a single reduct in previous 

iteration and j-vertices of highest degree of connection in ACG, j-number of reducts is 

obtained in the next iteration. This process provides us multiple numbers of reducts at the 

end of the iteration.  

The detail algorithm for multiple reduct generation is given below: 

Algorithm: Multiple_Reduct_Gen (ACG, RED) 

Input: ACG = (V, E) with weight of edge (vi, vj) ∈ E as wt (vi, vj) 

Output: multiple reduct set RED 

Begin 

   RED=∅ 

   Repeat  

   for each node vi ∈ 𝑉 do 

       Compute degree of vi as deg (vi) 

       Compute degree of connection of vi using Equation (3.12) 

   end-for 

     Let V’ = {𝑣𝑟+1
′ , 𝑣𝑟+2

′ , … . 𝑣𝑟+𝑗
′ }, the vertex set of highest degree of connection 
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     RED = RED × {{𝐶𝑟+1
′ },{ 𝐶𝑟+2

′ },… . {𝐶𝑟+𝑗
′ }} /*here 𝐶𝑟+𝑖

′  is the attribute   

 corresponding to vertex 𝑣𝑟+𝑖
′ ∀i=1, 2, j*/ 

     /*Modify ACG*/ 

     for each vertex 𝑣𝑟+𝑖
′ ∀i=1, 2, j do 

       Let incident vertices are {𝑣1
𝑖 , 𝑣2

𝑖 , … . . 𝑣𝑝
𝑖 } 

         for each k = 1 to p do 

          deg_con (𝑣𝑘
𝑖 ) = deg_con (𝑣𝑘

𝑖 ) - wt (𝑣𝑟+𝑖
′ , 𝑣𝑘

𝑖 ) 
        Remove 𝑣𝑟+𝑖

′  from ACG = (V, E) 

         /*Thus associated edges are removed*/ 

     end-for 

  Until (E = = ∅) 

  Return (RED) 

End 

e. Illustrative Example of MRG Method: 

 Let a decision system DS consists of 8 objects {O1, O2, O3, O4, O5, O6, O7, O8} and 4 

conditional attributes {C1, C2, C3, C4} and one decision attribute D with 2 decision classes. 

i. At first DS is partitioned based on D using indiscernibility relation defined in Equation 

(2.7) and following equivalence classes are obtained : 

          𝐶𝐿1
𝐷 = {O2, O3, O4, O5} and 𝐶𝐿2

𝐷 = {O1, O6, O7, O8} 

ii. Projection on dataset DS for two attributes C1 and C2 using Equation (3.10) is taken and k-

means clustering algorithm is applied on it with k = 2 that produce following two clusters: 

         𝐶𝐿1
12 = {O2, O3, O4, O8} and 𝐶𝐿2

12 = {O1, O5, O6, O7} 

iii. The connecting factor f
1,2 for two attributes C1 and C2 is calculated using the Equation 

(3.11) 

𝑓
1,2

= 
1

2
{
1

4
 × 3 +

1

4
 × 3 } = 0.75 

(iv) In this way, after applying the clustering algorithm on each pair wise attributes in {C1, 

C2, C3, C4}, an attribute connecting set (ACS) representing connection of every pair of 

conditional attributes to decision attribute is constructed.  

ACS = {𝐶1𝐶2
0.75
→  𝐷, 𝐶1𝐶3

0.82
→  𝐷, 𝐶1𝐶4

0.85
→  𝐷, 𝐶2𝐶3

0.88
→  𝐷, 𝐶2𝐶4

0.90
→  𝐷, 𝐶3𝐶4

0.73
→  𝐷} 

v. The elements of ACS having connecting factor less than the average value are removed 

and modified ACS is formed. 

Here, average connecting factor (f) = 0.83. So, the modified ACS is 
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ACS = {  𝐶1𝐶4
0.85
→  𝐷, 𝐶2𝐶3

0.88
→  𝐷, 𝐶2𝐶4

0.90
→  𝐷 } 

vi. Then using ‘Weighted_Undirected_Graph_Formation’ algorithm discussed in section 

3.3.2.3 an attribute connecting graph (ACG) is formed from modified ACS. Figure 3.8 

represents the attribute connecting graph for the example data.  

 

Figure 3.8: ACG achieved from modified ACS 

vii. Now from ACG the degree of connection of each vertex v (here it is C1, C2, C3 and C4) 

are calculated using the Equation (3.12). 

viii. From ACG, the vertex C2 has the highest degree of connection and according to the 

‘Multiple_Reduct_Gen’ algorithm, C2 has been considered as the reduct R and removed it 

from ACG with the adjustment of degree of connection of the vertices adjacent to it. Figure 

3.9 represents the modified ACG. 

 

Figure 3.9: Modified ACG after first iteration 

ix. Now in the next iteration, two vertices C1 and C4 have same degree of connection and so 

according to the ‘Multiple_Reduct_Gen’ algorithm, for a single reduct in previous iteration 
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and 2-vertices of highest degree of connection in ACG, 2 reducts are obtained. This process 

provides two reducts at the end of this iteration with R= {C2C1 and C2C4} and ACG becomes 

empty as shown in Figure 3.10, which indicates the termination of the iteration.  

 

Figure 3.10: Modified ACG after second iteration 

f. Experimental Results of MRG Method: 

Experimental results presented here provide an evidence of effectiveness of MRG method 

to identify the set of significant feature subset as a multiple reduct for experimental dataset 
[27, 28] summarized in the section 2.2.  

Then MRG method [48] and well-known feature selection methods such as, CFS [95], CON 
[213], CAR [214], Relief-F [215], SVD [216] and MOGA [217] are applied on the dataset for 

selecting the important features and the reduced datasets are classified based on considered 

base classifiers. 10-fold cross validation is used for the classification performance 

evaluation.  

Number of attributes after applying mentioned feature selection methods and the accuracies 

(%) of the datasets by mentioned classifiers are computed and listed in Table 3.15, which 

shows the efficiency of the proposed MRG method.  

The results of the best reduct of the multiple reducts generated by MRG method are shown 

in Table 3.15. Similar to the SRG method discussed in section 3.2.1.6, the statistical analysis 

is done using Wilcoxon’s rank sum test [39] and results are listed in Table 3.15. To indicate 

the best performing algorithm a bold-faced font is used. 
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Table 3.15: Performance analysis of MRG and existing feature selection methods 

Dataset Methods 

(#features) 

Classifiers (%) 

 

 

Wine 

NB SVM KNN Bagging J48 MLP IPSO 

CFS (8) 96.19† 96.96† 96.45† 94.94† 93.82† 93.10† 95.70† 

CON (8) 96.19† 97.11† 96.63† 94.94† 94.94† 94.30† 97.65† 

CAR (8) 96.19† 96.21† 96.45† 94.74† 93.82† 93.10† 96.56† 

Relief-(9) 96.69† 96.61† 96.63† 94.94† 94.97† 94.40† 97.23† 

SVD (7) 96.65† 96.56† 96.76† 95.78† 95.45† 95.98† 97.80† 

MOGA (7) 97.17† 96.65† 95.56† 96.64 95.78 95.87† 97.67† 

MRG (7) 98.96 98.64 97.98 97.87 96.90 96.83 98.67 

 

Heart 

CFS (8) 84.36† 84.75† 81.67† 81.11† 81.11† 81.67† 82.78† 

CON (11) 84.50† 84.44† 82.07† 81.48† 82.89† 79.55† 82.72† 

CAR (10) 83.36† 84.75† 81.67† 83.11† 82.11† 80.67† 82.34† 

Relief-10) 83.50† 84.44† 82.07† 81.48† 83.89† 79.59† 82.30† 

SVD (7) 83.45† 83.67† 83.98† 82.21† 83.21† 82.08† 83.87† 

MOGA (8) 84.67† 83.32† 83.22† 83.56† 83.87† 83.26† 84.98† 

MRG (7) 85.22 85.31 84.37 84.98 84.93 84.97 85.83 

 

Glass 

CFS (6) 43.92† 57.94† 79.91† 73.83† 68.69† 70.09† 66.02† 

CON (7) 47.20† 57.48† 78.50† 71.50† 64.20† 68.60† 64.65† 

CAR (8) 56.92† 58.94† 80.91 75.83† 69.69† 71.09† 68.54† 

Relief-(8) 57.20† 57.48† 79.50† 70.50† 63.20† 72.60† 67.74† 

SVD (4) 56.67† 57.75† 77.39† 71.56† 67.50† 74.45† 75.89† 

MOGA (7) 56.54† 57.76† 76.49† 72.45† 64.76† 70.89† 76.23† 

MRG (4) 70.42 72.36 72.98† 78.13 75.19 77.42 80.56 

 

Zoo 

CFS (9) 96.03† 93.06† 94.05† 94.04† 93.06† 93.06† 93.54† 

CON (9) 96.03† 93.03† 94.05† 94.04† 93.88† 94.32† 94.45† 

CAR (6) 94.05† 93.92† 93.32† 94.02† 94.07† 94.05† 95.45† 

Relief-(7) 95.03† 93.70† 93.01† 93.01† 94.12† 94.12† 95.03† 

SVD (6) 96.09† 94.67† 94.78† 94.67† 94.32† 94.67† 95.56† 

MOGA (6) 94.78† 94.23† 94.45† 95.21† 94.32† 94.34† 94.54† 

MRG (6) 98.02 97.19 97.24 97.04 98.27 96.21 97.04 

 

Dermatology 

CFS (9) 98.76† 97.42† 97.01† 98.06† 98.07† 98.62† 99.09 

CON (9) 98.52† 98.25† 95.56† 98.06† 98.86† 98.67† 98.45† 

CAR (11) 98.73† 98.30† 97.42† 98.31† 98.06† 98.07† 98.54† 

Relief-11) 98.72† 98.45† 95.56† 97.16† 98.76† 98.46† 98.45† 

SVD (8) 97.78† 98.03† 96.75† 97.09† 98.01† 97.89† 97.65† 

MOGA (9) 97.87† 97.89† 97.90† 97.05† 98.67† 97.90† 97.50† 

MRG (8) 99.33 99.27 98.06 99.17 99.16 99.27 99.06≈ 

CFS (4) 97.52† 96.01† 96.52† 97.01† 97.01† 97.01† 97.04† 
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Dataset Methods 

(#features) 

Classifiers (%) 

 

 

Wine 

NB SVM KNN Bagging J48 MLP IPSO 

CFS (8) 96.19† 96.96† 96.45† 94.94† 93.82† 93.10† 95.70† 

CON (8) 96.19† 97.11† 96.63† 94.94† 94.94† 94.30† 97.65† 

CAR (8) 96.19† 96.21† 96.45† 94.74† 93.82† 93.10† 96.56† 

Relief-(9) 96.69† 96.61† 96.63† 94.94† 94.97† 94.40† 97.23† 

SVD (7) 96.65† 96.56† 96.76† 95.78† 95.45† 95.98† 97.80† 

MOGA (7) 97.17† 96.65† 95.56† 96.64 95.78 95.87† 97.67† 

MRG (7) 98.96 98.64 97.98 97.87 96.90 96.83 98.67 

 

Mushroom 

CON (5) 98.52 98.85 98.52≈ 99.05† 98.16† 99.86 98.54≈ 

CAR (8) 98.02≈ 98.32≈ 99.02 99.65 99.23 99.01† 98.45≈ 

Relief-(5) 97.04† 98.03† 98.03† 98.13† 98.10† 98.10† 98.23≈ 

SVD (4) 97.04† 97.23† 97.23† 97.83† 97.34† 87.64† 97.45† 

MOGA (5) 97.34† 95.45† 96.67† 96.34† 96.34† 96.45† 97.64† 

MRG (4) 98.52 98.55≈ 98.39† 97.44† 98.54† 98.72† 98.68 

 

Coil20 

CFS (194) 78.12† 79.24† 80.01† 80.10† 79.25† 79.85† 80.98† 

CON (194) 79.60† 79.20† 78.00† 79.35† 79.34† 78.79† 80.21† 

CAR (201) 77.12† 78.24† 77.01† 80.10† 75.25† 78.85† 78.98† 

Relief-198) 77.60† 78.20† 77.80† 78.35† 77.34† 78.49† 80.21† 

SVD (119) 76.60† 76.20† 77.80† 75.35† 76.64† 78.49† 79.21† 

MOGA (95) 82.20† 79.99† 82.92† 83.02≈ 83.02† 84.20† 84.71† 

MRG (119) 84.60 82.90 84.80 83.48 84.98 86.76 85.56 

 

 

Orl 

CFS (201) 55.12† 55.24† 53.01† 51.10† 53.80† 51.35† 57.65† 

CON (198) 56.60† 53.20† 52.00† 51.35† 50.70† 52.89† 54.87† 

CAR (204) 55.12† 55.24† 53.01† 51.10† 53.80† 51.35† 57.65† 

Relief-(213) 54.60† 54.20† 54.01† 54.25† 53.79† 53.89† 54.87† 

SVD (137) 52.12† 53.24† 53.01† 52.10† 53.80† 54.35† 57.65† 

MOGA 

(110) 

59.60† 57.20† 59.00† 58.25† 59.70 59.09 59.87 

MRG (137) 61.20 63.40 60.30 60.21 59.34 59.34 59.32 

 

 

Allaml 

CFS (221) 81.12† 81.32† 82.62† 83.82† 82.21† 83.01† 83.80† 

CON (230) 79.12† 80.32† 81.62† 82.82† 80.21† 82.01† 83.80† 

CAR (201) 80.02† 80.32† 81.52† 82.72† 81.21† 82.02† 82.80† 

Relief-(210) 81.12≈ 81.32† 82.62† 83.82† 82.21† 83.11† 83.80† 

 SVD (173) 80.22† 81.62† 81.27† 82.92† 82.81† 83.19† 82.80† 

MOGA 

(194) 

81.12≈ 83.32† 84.72† 81.82† 82.01† 82.21† 84.50† 

MRG (173) 81.46 84.32 85.98 85.36 85.98 84.23 86.32 

 CFS (147) 83.23† 84.23† 82.67† 82.02† 82.05† 83.23† 84.34† 

CON (159) 84.05† 85.87† 84.23† 84.12† 84.21† 84.67† 85.01† 
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Dataset Methods 

(#features) 

Classifiers (%) 

 

 

Wine 

NB SVM KNN Bagging J48 MLP IPSO 

CFS (8) 96.19† 96.96† 96.45† 94.94† 93.82† 93.10† 95.70† 

CON (8) 96.19† 97.11† 96.63† 94.94† 94.94† 94.30† 97.65† 

CAR (8) 96.19† 96.21† 96.45† 94.74† 93.82† 93.10† 96.56† 

Relief-(9) 96.69† 96.61† 96.63† 94.94† 94.97† 94.40† 97.23† 

SVD (7) 96.65† 96.56† 96.76† 95.78† 95.45† 95.98† 97.80† 

MOGA (7) 97.17† 96.65† 95.56† 96.64 95.78 95.87† 97.67† 

MRG (7) 98.96 98.64 97.98 97.87 96.90 96.83 98.67 

 

Leukemia 

CAR (147) 83.47† 85.23† 84.56† 84.53† 84.54† 84.56† 89.10† 

Relief-F 

(159) 

84.23† 85.34† 84.12† 84.34† 84.34† 84.98† 87.50† 

SVD (99) 73.68† 76.32† 71.05† 71.02† 71.05† 73.68† 75.87† 

MOGA (97) 86.34† 85.90† 85.50† 85.78≈ 87.12≈ 86.23† 89.80 

MRG (99) 87.90 86.42 87.32 85.98 87.45 87.34 89.34≈ 

To show the effectiveness of the classifiers based on the reduced features, some statistical 

measurements given in Equation (2.25) to (2.28) in the section 2.6.2 are also performed and 

the average results for all seven classifiers are listed in Table 3.16.  

Table 3.16: Statistical measures for MRG and different competitive algorithm 

Dataset Methods Recall Fallout Specificity F1Score 

 

 

Wine 

CFS (8) 0.96 0.04 0.95 0.96 

CON (8) 0.96 0.04 0.96 0.96 

CAR (8) 0.95 0.06 0.94 0.95 

Relief-F (9) 0.96 0.04 0.96 0.95 

SVD (7) 0.97 0.03 0.96 0.97 

MOGA (7) 0.97 0.03 0.97 0.97 

MRG (7) 0.98 0.01 0.98 0.99 

 

 

Heart 

CFS (8) 0.98 0.02 0.98 0.97 

CON (11) 0.82 0.18 0.83 0.82 

CAR (10) 0.83 0.16 0.82 0.83 

Relief-F (10) 0.83 0.17 0.83 0.83 

SVD (7) 0.82 0.17 0.82 0.83 

MOGA (8) 0.83 0.18 0.82 0.82 

MRG (7) 0.85 0.15 0.85 0.85 

 CFS (6) 0.66 0.36 0.67 0.66 

CON (7) 0.65 0.36 0.65 0.64 

CAR (8) 0.69 0.31 0.68 0.69 
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Dataset Methods Recall Fallout Specificity F1Score 

 

Glass 

Relief-F (8) 0.68 0.32 0.69 0.68 

SVD (4) 0.69 0.31 0.69 0.68 

MOGA (7) 0.68 0.32 0.68 0.68 

MRG (4) 0.75 0.24 0.74 0.75 

 

 

Zoo 

CFS (9) 0.94 0.06 0.93 0.94 

CON (9) 0.94 0.06 0.94 0.93 

CAR (6) 0.94 0.06 0.92 0.94 

Relief-F (7) 0.94 0.05 0.94 0.93 

SVD (6) 0.95 0.05 0.95 0.95 

MOGA (6) 0.95 0.04 0.95 0.94 

MRG (6) 0.97 0.02 0.98 0.97 

 

 

Dermatology 

CFS (9) 0.98 0.01 0.99 0.98 

CON (9) 0.98 0.01 0.98 0.97 

CAR (11) 0.98 0.02 0.97 0.98 

Relief-F (11) 0.98 0.02 0.98 0.98 

SVD (8) 0.98 0.02 0.98 0.97 

MOGA (9) 0.98 0.02 0.97 0.98 

MRG (8) 0.99 0.01 0.99 0.99 

 

Mushroom 

CFS (4) 0.97 0.03 0.96 0.97 

CON (5) 0.99 0.01 0.98 0.99 

CAR (8) 0.99 0.01 0.99 0.98 

Relief-F (5) 0.98 0.02 0.97 0.98 

SVD (4) 0.96 0.04 0.96 0.95 

MOGA (5) 0.97 0.01 0.96 0.97 

MRG (4) 0.98 0.01 0.97 0.98 

 

 

Coil20 

CFS (194) 0.80 0.19 0.81 0.80 

CON (194) 0.79 0.21 0.79 0.78 

CAR (201) 0.78 0.21 0.78 0.79 

Relief-F (198) 0.78 0.22 0.77 0.78 

SVD (119) 0.77 0.23 0.77 0.78 

MOGA (95) 0.83 0.16 0.83 0.83 

MRG (119) 0.85 0.15 0.85 0.85 

 

 

CFS (201) 0.54 0.45 0.53 0.54 

CON (198) 0.53 0.45 0.53 0.52 

CAR (204) 0.53 0.46 0.52 0.53 

Relief-F (213) 0.54 0.46 0.54 0.53 
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Dataset Methods Recall Fallout Specificity F1Score 

Orl SVD (137) 0.54 0.46 0.54 0.54 

MOGA (110) 0.59 0.37 0.60 0.59 

MRG (137) 0.60 0.34 0.60 0.60 

 

 

Allaml 

CFS (221) 0.82 0.17 0.82 0.82 

CON (230) 0.83 0.18 0.83 0.82 

CAR (201) 0.81 0.19 0.80 0.81 

Relief-F (210) 0.81 0.19 0.81 0.82 

SVD (173) 0.82 0.18 0.81 0.82 

MOGA (194) 0.82 0.18 0.82 0.81 

MRG (173) 0.85 0.12 0.84 0.85 

 

 

Leukemia 

CFS (147) 0.83 0.16 0.81 0.83 

CON (159) 0.85 0.13 0.85 0.84 

CAR (147) 0.85 0.14 0.85 0.85 

Relief-F (159) 0.85 0.15 0.86 0.85 

SVD (99) 0.73 0.23 0.73 0.77 

MOGA (97) 0.88 0.12 0.87 0.88 

MRG (99) 0.87 0.12 0.86 0.87 

3.3.3 Comparison of the FSBR and MRG Methods: 

The comparison of FSBR [47] and MRG [48] methods, based on experimental datasets, is 

shown in Table 3.17. Both the methods generate multiple feature subsets or reducts. The 

method FSBR selects feature subset based on RST concepts. On the other hand, in MRG 

method the feature subset is selected based on the integrating concept of RST, graph theory 

and clustering algorithm. It is observed that the cardinality of the feature subset of MRG 

method is less and gives the highest average classification accuracy for the considered 

classifiers in most of the cases. FSBR method also gives better classification accuracies for 

Coil20 and Orl dataset and comparable classification accuracies for other datasets. Less 

computational time is required for the execution of MRG method than FSBR method. 

Table 3.17: Comparison of FSBR and MRG methods 

Dataset #Selected 

features 

Average Accuracy 

(%) 

Computational 

time(sec) 

FSBR MRG FSBR MRG FSBR MRG 

Wine 6 7 97.18 97.97 7.01 6.23 

Heart 9 7 84.67 85.08 5.24 3.89 

Glass 6 4 73.97 75.29 3.79 2.95 

Zoo 8 6 95.34 97.28 2.01 1.92 
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Dataset #Selected 

features 

Average Accuracy 

(%) 

Computational 

time(sec) 

FSBR MRG FSBR MRG FSBR MRG 

Dermatology 11 8 99.00 99.01 35.39 32.32 

Mushroom 5 4 98.87 98.44 300.01 287.69 

Coil20 156 119 83.78 84.76 1200.02 1000.32 

Orl 157 137 60.90 60.44 930.05 887.65 

Allaml 167 173 84.15 84.82 2013.87 1897.76 

Leukemia 127 99 86.64 87.37 3467.98 2887.98 

3.4 Summary: 

The concept of rough set offers a sound theoretical foundation for constructing the reduct 

sets, which is very effective for dimensionality reduction and feature selection from the 

static data. Feature selection through reduct generation is the main issue of this chapter. 

Since, the method of reduct generation is NP-hard; heuristic methods are developed to 

create single and multiple reduct. In the chapter four simple but efficient feature selection 

methods are proposed. The main objective is to select informative features that are highly 

correlated with the class and sufficient to discriminate the objects of different class. Among 

four feature selection methods, two are novel single reduct generation methods.  

First method is based only on RST (SRG) for selecting important single feature subset to 

classify datasets accurately. Second method is based on RST and graph theory (GRG) for 

selecting important single feature subset to classify datasets.  

Both the single feature subset selection methods, SRG and GRG are compared among 

themselves as well as with several standard existing feature selection methods in terms of 

number of selected features, classification accuracy and other statistical measures applying 

classifiers on reduced datasets to show their effectiveness.  

SRG and GRG method outperforms in most of the cases and gives higher classification 

accuracies with respect to other standard feature selection methods. Between SRG and GRG 

method, SRG method is better in terms of selected feature, computational time, 

classification accuracy and other statistical measures. The novelty of these two approaches 

is the absence of search process in comparison with other algorithms which requires long 

computational time.  

The chapter also presents two multiple feature subset selection methods. In many times, it 

is noticed that a set of feature subset rather than single feature subset is more important for 

classification purpose. So, the work describes a multiple feature subset (multiple reduct) 

selection method (FSBR) using the concept of RST.  

Method uses the concept of discernibility matrix, attribute dependency of the rough set 

theory. FSBR method generates a compact set of reduct with less number of features in a 

feature subset with good classification accuracy for experimental datasets. Another method 
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(MRG) has also been proposed to select multiple informative feature subsets, by using RST, 

graph theory and clustering algorithm.  

Both the multiple feature subset selection methods, MRG and FSBR are compared among 

themselves as well as with several existing feature selection methods to show their 

effectiveness in terms of selected feature, classification accuracies and other statistical 

measures on reduced data by some classification methods.  

FSBR and MRG outperform in most of the cases and gives higher classification accuracies 

with respect to other standard feature selection methods.  

Between FSBR and MRG, it is observed that the cardinality of the feature subset obtained 

by MRG method is less, requires lesser execution time and gives higher average 

classification accuracy than FSBR method for most of the datasets due to strong 

mathematical support of the MRG algorithm. But FSBR algorithm is also performed better 

for Mushroom and Orl datasets with higher classification accuracies and close contender to 

MRG method for other datasets.  
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Chapter 4 

Chapter 4: Feature Selection in Dynamic 

Environment 

4.1 Introduction: 

In recent years, dimension of datasets are growing rapidly in many applications which 

brings great difficulty to data mining and pattern recognition. As datasets changes with time, 

it is very time consuming or even infeasible to run repeatedly a knowledge acquisition 

algorithm. Incremental learning [50-56] is a technique where the learning process occurs 

whenever new data comes and added with the existing data. A learning algorithm [225] is 

considered as an incremental learning algorithm, if the training sets such as t1… tn, generates 

a series of hypotheses as H0, H1, …, Hn, and H +1 depends only on Hi and the current 

training example ti. But the resultant hypothesis is applicable for all the training data seen 

so far. So, it reduces both the space and time complexity with respect to data storing and 

processing.  

The difference between incremental learning and traditional machine learning is that the 

former does not consider the availability of a sufficient training dataset before the learning 

process, but the training data comes with the varied time. For example, human learning is 

also incremental. People gather knowledge, learned from facts, and incrementally update 

the knowledge base when new observations become presented. As we know, due to 

sequential flow of information, limited memory space and processing power humans must 

learn incrementally as biological systems are able to always learn through their lifetime and 

gather knowledge over time. A key objective of machine learning research is the dimension 

reduction of the dataset for relevant feature selection applied prior to extract interesting 

rules and patterns from the large repository of data in dynamic environment. Same 

dimension reduction method used in old dataset may be applied on incremental dataset, but 

it unnecessarily analyzes the previous one which is already reduced and ready for mining 

process. In dynamic environment, newly generated data together with the information 

extracted from the previous data are analyzed to select the important features of whole 

dataset. As a result, efficiency and acceptability of the system increases. Incremental 

learning is applicable in both supervised and unsupervised domain. 

Rough Set Theory (RST) [17-20, 51], a soft computing tool to imperfect knowledge, helps to 

select the important features in terms of the static as well as dynamic reduct. Dynamic 

reducts can put up better performance in very large datasets as well as effectively enhance 

the ability to accommodate noisy data. The reduct generation method based on standard 

Rough Set Theory [17-20] are effective to some extent but there are some problems that has 

to be solved in practice especially for incremental dataset which are time variant [50-56]. The 

problem of attribute reduction for incremental data falls under the class of Online 

Algorithms and hence demands a dynamic solution to reduce re-computation of the reducts. 

To handle the dynamic data, several incremental feature selection algorithms [50-56] have 

been proposed.  
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A common characteristic of these algorithms is that they are appropriate for the new data 

that is being generated one by one. When many objects are produced at a time, those 

algorithms may not be efficient enough, as repetitive execution is needed to handle the new 

group of objects. Guan (2009) [52] developed an incremental updating algorithm to find an 

attribute reduction set in decision tables based on the discernibility matrix, where the added 

number of groups of objects in the decision tables changes the discernibility matrix and 

updates the attribute reduction set accordingly. Hu et al. (2005) [53] has developed an 

incremental attribute reduction algorithm, based on the elementary sets, which can 

determine the attribute reduction set from a dynamic information system. Wang et al. (2013) 
[226] has developed an attribute reduction algorithm for datasets with dynamic data values 

using the concept of information entropy. Deng (2010) [227] has presented a method of 

attribute reduction by generating a parallel reduct using the concept of positive region and 

the attribute significance. Bazan et al. (1996) [51] introduces the concept of dynamic reducts 

to handle large amounts of data or incremental data, in which the quality of the dynamic 

reduct is measured using the stability coefficients. Jun Xie et al. (2013) [228] has developed 

an improved incremental attribute reduction algorithm by exploring the concept of relative 

positive region, which can handle both the incremental attributes and incremental samples. 

Liang et al. (2014) [214] proposed a group incremental method for feature selection in the 

framework of rough set theory. The method uses information entropy as a parameter for 

measuring the feature significance. Dun Liu et al. (2014) [229] proposed a matrix based 

incremental approach in dynamic incomplete information systems for knowledge discovery. 

In this method, three types of matrices, namely support matrix, accuracy matrix and 

coverage matrix under four different extended relations such as tolerance relation, similarity 

relation, limited tolerance relation and characteristics relation are introduced to incomplete 

information systems for inducing knowledge dynamically. Though the method is helpful to 

deal with the missing and incomplete data, but it is time consuming for learning knowledge 

for datasets with high volumes, as addition and deletion of individual objects take place for 

knowledge discovery in this type of incremental model. Xu et al. (2011) [230] proposed an 

incremental attribute reduction method based on 0-1 integer programming when multiple 

objects enter into an information system incrementally. The method updates the old reduct 

based on the newly entered objects in the system. Though the method is helpful for attribute 

reduction in incremental environment, but the performance of the method is not very 

significant compared to other incremental algorithms. Shu et al. (2014) [231] proposed a 

method for incremental feature selection which is very important for dynamic incomplete 

data. This method employed a rough set theory based incremental approach to compute the 

new positive region when objects with varied feature values are added dynamically. Based 

on the calculated positive region value, features are selected incrementally. In this paper, 

two efficient incremental feature selection algorithms are proposed, one considering single 

new object at a time and the other considering multiple objects or group of new objects 

entering into the system. Single new object based incremental feature selection technique is 

more time consuming and also provide poor feature selection performance compared to 

multiple objects based incremental feature selection algorithm. 

In this chapter, two different approaches to incremental feature selection methods [49, 57] have 

been proposed, each of which has novelty in feature selection. The first method called 

DRED generates multiple feature subset as dynamic reducts using the property of RST. The 

second method, called IFS, a group incremental feature selection using RST and Genetic 

Algorithm is proposed for generation of single optimum feature subset.  
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Results of the proposed incremental methods are evaluated and compared with standard 

existing static attribute reduction techniques such as, CFS [95], CON [213], CAR [214], Relief-

F [215], SVD [216] and MOGA [217] and some popular incremental attribute reduction 

techniques such as IUAARI [50], IUAARS [52], GIARC [214], Xu et al.[230] and Shu et al.[231] to 

explain the effectiveness of the proposed methods for experimental benchmark datasets [27, 

28]. Important features are selected by the proposed incremental methods, existing static and 

incremental methods and then the reduced datasets are classified on various well known 

classifiers [37] such as Naïve Bayes (NB) [7], Support vector machine (SVM) [6], K-nearest 

neighbors K-NN [37], Bagging [191], Tree based classifier (J48) [5], Multilayer Perceptron 

(MLP) [3] available at “Weka” tool [218] and an incremental classifier IPSO [63], implemented 

by me. SVM is used with RBF kernel, K value of K-NN is set to the square root of sample 

size of data. Statistical analysis is also performed to show the efficiency of the proposed 

methods. The main focus of the experiments is on the three issues: number of features, 

classification accuracy and execution efficiency.  

The remaining part of the chapter is organized as follows: The incremental feature subset 

selection methods based on RST concepts and genetic algorithm are described and their 

performances are compared in section 4.2. The chapter is summarized in section  . 

4.2 Incremental Feature Subset Selection:  

For the incremental data, running a learning algorithm in a repetitive manner is a difficult 

as well as extremely time-consuming task. There are a number of methods [17-20] that have 

discussed different approaches to generating reduct for static data or time invariant data. 

However, the methods are developed for datasets in batch mode and are not capable of 

considering the newly added data subsets. Thus, if a new dataset arrives, the algorithm has 

to be re-run entirely to consider the newly added dataset in the computation, which is 

impractical for larger datasets. The important and relevant feature selection [17-20] is 

necessary from these dynamic data in a lesser time to reduce the complexity of the 

subsequent data mining tasks. As finding important features by exhaustive search of all 

possible combination of features is an NP-complete problem [156], so efficient heuristics are 

proposed [50-56] for important feature subset selection in the dynamic environment. In this 

section, two incremental feature subset selection methods [49, 57] are proposed by which 

important features in terms of reduct are selected from the dataset.  

First method [49] provides multiple reduct based on the concepts of RST only while the other 

method [57] generates single reduct based on the concepts of RST and genetic algorithm 

(GA) in an incremental way.  

4.2.1 Dynamic Reduct Generation using Rough Set Theory (DRED): 

Feature selection methodology in dynamic environment is necessary as it reduces both 

space and time complexity to determine features responsible for classifying the objects, 

which be included in learning network and provide information about class related features. 

The incremental feature selection technique is used in dynamic environment where newly 

generated group of data, together with the knowledge extracted from the previous data are 

analyzed to select the most relevant features of the entire dataset.  
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Here, an incremental feature selection method (DRED) [49] has been proposed for selecting 

important feature subsets as multiple reducts from the incremental dataset for classifying 

objects and the generated reducts preserve the property of the whole decision system.  

The method (DRED) [49] can compute the dynamic reduct from the incremental dataset using 

the concept of Rough Set Theory [17-20]. The concepts of discernibility relation and attribute 

dependency of Rough Set Theory are used for generation of dynamic reduct set which are 

discussed in section 3.3.1. In DRED [49], FSBR algorithm [47] discussed in section 3.3.1 has been 

used to generate dynamic reduct from the incremental data. The main objective of the 

method is to run FSBR algorithm [47] in incremental way to reduce the computational time 

of FSBR algorithm [47] to generate feature subset without compromising the classification 

accuracy. In DRED, to apply the concept of dynamic data the original decision system DS 

= (U, A, D) where A = set of conditional attributes and D = Decision attribute and U is the 

set of objects, is divided into two sub systems namely DSold = (U1, A, D) and DSnew = (U2, 

A, D) as old and new subsystems respectively. When the DRED algorithm is first run for 

the initial subsystem DSold, no previous reduct information is available; so, application of 

FSBR algorithm [47] is applied on DSold generates a reduct set RED of reducts from the old 

subsystem. Subsequently, when newly arrived decision subsystem DSnew = (U2, A, D) is 

become available then the previous reduct set RED with the new subsystems determines a 

set DR of dynamic reducts of the whole system DS = DSold  DSnew using DRED 

algorithm.  

The DRED algorithm is given below. 

a. DRED Algorithm: 

Algorithm: DRED (DSold, DSnew, DR) 

Input: Reduct set RED of decision subsystem DSold = (U1, A, D) and newly arrived decision 

subsystem DSnew = (U2, A, D) 

Output: Dynamic Reduct set DR of DS = DSold  DSnew 

DR =  

for each reduct R in RED do 

 if γR(D) = γA(D) with respect to DSnew then 

  DR= DR  R 

 else 

  Apply FSBR algorithm on DSnew considering R as the core set CR 

  if FSBR algorithm generates a reduct R’ then 
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       DR= DR  R’ 

 end-if 

end-for 

b. Experimental Results of DRED Method: 

The proposed method computes multiple feature subsets in terms of reduct for experimental 

benchmark datasets summarized in section 2.2 in an incremental way. At first, all the 

attributes are discretized by ChiMerge [219] discretization algorithm. The proposed DRED 

method is compared with standard static attribution reduction techniques and some popular 

incremental attribute reduction techniques mentioned in section 4.1. The main focus of the 

experiments was on the three issues: number of features, classification accuracy and 

execution efficiency. Here, 80% of each dataset is considered as old/existing data and rest 

20% of data is considered as incremental data. Wilcoxon's rank sum test [39] is also 

performed on the result to show the statistical significance of the method. As DRED is a 

technique for multiple feature subset selection, so here all the results are given based on the 

best feature subset selected by DRED method. 

• Comparison with Static Attribute Reduction Techniques: 

To judge the effectiveness and the efficiency of the proposed DRED method, it is compared 

with common standard static or non-incremental attribute reduction methods mentioned in 

section 4.1. Original number of attributes, number of attributes after applying proposed and 

existing static feature selection methods and the accuracies (%) of the reduced datasets by 

mentioned classifiers are computed and listed in Table 4.1. To test whether the DRED 

method is statistically significant or not wilcoxon's rank sum test [39] is carried out with p 

value as 0.05 (or a significance level of 5%) to validate if the result obtained by the best 

performing algorithm differs from the others in a statistically significant way. The test 

confirms if the final accuracy obtained by an algorithm is statistically and significantly 

different from that of the best performing algorithm on some classification problem. Thus, 

if the performance of an algorithm is differing from the best result with a p value ≤ 0.05 

then the mean error of the first one is marked with a ‘†’ symbol, otherwise the two 

performances are considered as equivalent and the difference is not statistically significant, 

and the mean error is marked with a ‘≈’ symbol, as shown in Table 4.1. To indicate the best 

performing algorithm a bold-faced font is used.  

Table 4.1: Performance Comparison of DRED and Static Feature Selection Methods 

Dataset 

(#Original 

features) 

Methods 

(#features) 

Classifiers (%) 

NB SVM KNN Bagging J48 MLP IPSO 

CFS (8) 96.19† 96.96† 96.45†  94.94† 93.82† 93.10† 95.70† 

CON (8) 96.19† 97.11≈ 96.63† 94.94† 94.94† 94.30† 97.65† 
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Dataset 

(#Original 

features) 

Methods 

(#features) 

Classifiers (%) 

NB SVM KNN Bagging J48 MLP IPSO 

 

 

Wine (13) 

CAR (8) 96.19† 96.21† 96.45† 94.74† 93.82† 93.10† 96.56† 

Relief-F (9) 96.69† 96.61† 96.63† 94.94† 94.97† 94.40† 97.23† 

SVD (7) 96.45† 96.46† 96.56† 95.78† 95.35† 95.78† 97.30† 

MOGA (7) 97.17† 96.65≈ 95.56† 96.64 95.78† 95.87† 97.67† 

FSBR (6)  98.65 97.45≈ 97.01≈ 96.36≈ 96.61≈ 96.50† 98.04≈ 

DRED (7) 98.31† 97.75 97.75 96.46≈ 97.19 97.19 98.10 

 

 

Heart (13) 

CFS (8) 84.36† 84.75† 81.67† 81.11† 81.11† 81.67† 82.78† 

CON (11) 84.50† 84.44† 82.07† 81.48† 82.89† 79.55† 82.72† 

CAR (10) 83.36† 84.75† 81.67† 83.11† 82.11† 80.67† 82.34† 

Relief-F (10) 83.50† 84.44† 82.07† 81.48† 83.89† 79.59† 82.30† 

SVD (10) 83.55† 83.77† 83.99 82.31† 83.61† 82.28† 83.97† 

MOGA (8) 84.67† 83.32† 83.22≈ 83.56† 83.87† 83.26≈ 84.98 

FSBR (9)  85.72 85.12 83.94≈ 84.58 84.90 83.49 84.98 

DRED (10) 82.96† 84.44† 80.37† 82.59† 82.22† 78.51† 84.90≈ 

 

 

Glass (9) 

CFS (6) 43.92† 57.94† 79.91† 73.83† 68.69† 70.09† 66.02† 

CON (7) 47.20† 57.48† 78.50† 71.50† 64.20† 68.60† 64.65† 

CAR (8) 56.92† 58.94† 80.91† 75.83† 69.69† 71.09† 68.54† 

Relief-F (8) 57.20† 57.48† 79.50† 70.50† 63.20† 72.60† 67.74† 

SVD (8) 57.79† 58.75† 76.39† 72.56† 67.70† 75.45† 76.89† 

MOGA (7) 56.54† 57.76† 76.49† 72.45† 64.76† 70.89† 76.23† 

FSBR (6)  65.73† 63.44† 83.57 77.53† 72.30† 78.00† 77.23† 

DRED (8) 68.73  65.34  44.34†  78.93  73.30  78.32 78.30 

 

 

Zoo (16) 

CFS (9) 96.03† 93.06† 94.05† 94.04† 93.06† 93.06† 93.54† 

CON (9) 96.03† 93.03† 94.05† 94.04† 93.88† 94.32† 94.45† 

CAR (6) 94.05† 93.92† 93.32† 94.02† 94.07† 94.05† 95.45† 

Relief-F (7) 95.03† 93.70† 93.01† 93.01† 94.12† 94.12† 95.03† 

SVD (5) 96.19† 94.77† 94.88† 94.67† 94.42† 94.77† 95.76† 

MOGA (6) 94.78† 94.23† 94.45† 95.21 94.32† 94.34† 94.54† 

FSBR (8)  97.04 95.05 95.05 94.06† 96.03† 94.07† 96.09 

DRED (5) 96.03† 87.12† 94.05† 93.06† 97.02 98.01 96.02≈ 

 

Dermatology 

(33) 

CFS (9) 96.03† 93.06† 94.05† 94.04† 93.06† 93.06† 93.54† 

CON (9) 96.03† 93.03† 94.05† 94.04† 93.88† 94.32† 94.45† 

CAR (6) 94.05† 93.92† 93.32† 94.02† 94.07† 94.05† 95.45† 

Relief-F (7) 95.03† 93.70† 93.01† 93.01† 94.12† 94.12† 95.03† 

SVD (5) 96.19† 94.77† 94.88† 94.67† 94.42† 94.77† 95.76† 

MOGA (6) 94.78† 94.23† 94.45† 95.21 94.32† 94.34† 94.54† 

FSBR (8)  97.04 95.05 95.05 94.06† 96.03† 94.07† 96.09 
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Dataset 

(#Original 

features) 

Methods 

(#features) 

Classifiers (%) 

NB SVM KNN Bagging J48 MLP IPSO 

DRED (5) 96.03† 87.12† 94.05† 93.06† 97.02 98.01 96.02≈ 

 

Mushroom 

(21) 

CFS (4) 97.52† 96.01† 96.52† 97.01† 97.01† 97.01† 97.04† 

CON (5) 98.52† 98.85† 98.52† 99.05† 98.16† 99.86 98.54≈ 

CAR (8) 98.02† 98.32† 99.02≈ 99.65≈ 99.23 99.01 98.45≈ 

Relief-F (5) 97.04† 98.03† 98.03† 98.13† 98.10† 98.10† 98.23≈ 

SVD (4) 97.14† 97.33† 97.13† 97.93† 97.24† 87.74† 97.65† 

MOGA (5) 97.34† 95.45† 96.67† 96.34† 96.34† 96.45† 97.64† 

FSBR (5)  99.30 99.02 99.34 99.78 98.25† 98.08† 98.34≈ 

DRED (4) 99.02≈ 98.54† 96.76† 97.66† 97.78† 96.46† 98.64 

 

 

Coil20(1024) 

CFS (194) 78.12† 79.24† 80.01† 80.10† 79.25† 79.85† 80.98† 

CON (194) 79.60† 79.20† 78.00† 79.35† 79.34† 78.79† 80.21† 

CAR (201) 77.12† 78.24† 77.01† 80.10† 75.25† 78.85† 78.98† 

Relief-F (198) 77.60† 78.20† 77.80† 78.35† 77.34† 78.49† 80.21† 

SVD (166) 78.54† 78.31† 78.90† 76.95† 76.54† 78.79† 79.91† 

MOGA (95) 82.20† 79.99† 82.92† 83.02† 83.02≈ 84.20≈ 84.71 

FSBR (156) 84.87 82.76≈ 83.45≈ 84.76 83.23≈ 84.34† 83.09 

DRED (166) 84.87 82.96 83.55 84.56≈ 83.52 85.34 83.09 

 

 

Orl (1024) 

CFS (201) 55.12† 55.24† 53.01† 51.10† 53.80† 51.35† 57.65† 

CON (198) 56.60† 53.20† 52.00† 51.35† 50.70† 52.89† 54.87† 

CAR (204) 55.12† 55.24† 53.01† 51.10† 53.80† 51.35† 57.65† 

Relief-F (213) 54.60† 54.20† 54.01† 54.25† 53.79† 53.89† 54.87† 

SVD (212) 54.12† 53.94† 57.01† 54.10† 53.80† 54.95† 58.65† 

MOGA (110) 59.60† 57.20† 59.00† 58.25† 59.70† 59.09† 59.87† 

FSBR (210) 61.65 60.45≈ 61.23≈ 60.12 60.23† 60.23† 62.45† 

DRED (212) 61.65 60.95 61.33 60.02≈ 61.32 60.53 63.45 

 

 

Allaml 

(7129) 

CFS (221) 81.12† 81.32† 82.62† 83.82† 82.21† 83.01† 83.80† 

CON (230) 79.12† 80.32† 81.62† 82.82† 80.21† 82.01† 83.80† 

CAR (201) 80.02† 80.32† 81.52† 82.72† 81.21† 82.02† 82.80† 

Relief-F (210) 81.12† 81.32† 82.62† 83.82† 82.21† 83.11† 83.80† 

SVD (169) 80.22† 81.62† 81.27† 82.92† 82.81† 83.19† 82.80† 

MOGA (194) 81.12† 83.32† 84.72† 81.82† 82.01† 82.21† 84.50 

FSBR (167) 82.67 84.65 85.89† 84.54† 83.45≈ 84.54≈ 83.34† 

DRED (169) 82.87 84.65 86.89 85.54 83.65 84.64 83.24† 

 

Leukemia 

CFS (147) 83.23† 84.23† 82.67† 82.02† 82.05† 83.23† 84.34† 

CON (159) 84.05† 85.87† 84.23† 84.12† 84.21† 84.67† 85.01† 

CAR (147) 83.47† 85.23† 84.56† 84.53† 84.54† 84.56† 89.10 

Relief-F (159) 84.23† 85.34† 84.12† 84.34† 84.34† 84.98† 87.50† 
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Dataset 

(#Original 

features) 

Methods 

(#features) 

Classifiers (%) 

NB SVM KNN Bagging J48 MLP IPSO 

(7070) SVD (130) 73.68† 76.32† 71.05† 71.02† 71.05† 73.68† 75.87† 

 MOGA (97) 86.34† 85.90† 85.50† 85.78† 87.12≈ 86.23 89.80≈ 

FSBR (127) 87.01≈ 86.98† 86.32† 86.05≈ 87.34≈ 86.23 86.57† 

DRED (130) 87.51 87.32 87.02 86.55 87.44 86.23 86.57† 

As accuracy is not only the measurement of effectiveness of the classifiers, some statistical 

measurements given in Equation (2.25) to Equation (2.28) are also performed and the 

average results for all seven classifiers are listed in Table 4.2.  

Table 4.2: Statistical Measure for DRED and Static Feature Selection Methods 

Dataset Methods(#features) Recall Fall_out Specificity F1_Score 

 

 

Wine 

CFS (8) 0.96 0.04 0.95 0.96 

CON (8) 0.96 0.04 0.96 0.96 

CAR (8) 0.95 0.06 0.94 0.95 

Relief-F (9) 0.96 0.04 0.96 0.95 

SVD (7) 0.97 0.03 0.96 0.97 

MOGA (7) 0.97 0.03 0.97 0.97 

FSBR (6) 0.97 0.02 0.97 0.98 

DRED (7) 0.98 0.02 0.98 0.98 

 

 

Heart 

CFS (8) 0.98 0.02 0.98 0.97 

CON (11) 0.82 0.18 0.83 0.82 

CAR (10) 0.83 0.16 0.82 0.83 

Relief-F (10) 0.83 0.17 0.83 0.83 

SVD (10) 0.82 0.17 0.82 0.83 

MOGA (8) 0.83 0.18 0.82 0.82 

FSBR (9) 0.85 0.15 0.84 0.85 

DRED (10) 0.82 0.16 0.83 0.82 

 

 

Glass 

CFS (6) 0.66 0.36 0.67 0.66 

CON (7) 0.65 0.36 0.65 0.64 

CAR (8) 0.69 0.31 0.68 0.69 

Relief-F (8) 0.68 0.32 0.69 0.68 

SVD (8) 0.69 0.31 0.69 0.68 

MOGA (7) 0.68 0.32 0.68 0.68 

FSBR (6) 0.74 0.25 0.75 0.74 
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Dataset Methods(#features) Recall Fall_out Specificity F1_Score 

DRED (8) 0.70 0.28 0.71 0.70 

 

 

Zoo 

CFS (9) 0.94 0.06 0.93 0.94 

CON (9) 0.94 0.06 0.94 0.93 

CAR (6) 0.94 0.06 0.92 0.94 

Relief-F (7) 0.94 0.05 0.94 0.93 

SVD (5) 0.95 0.05 0.95 0.95 

MOGA (6) 0.95 0.04 0.95 0.94 

FSBR (8) 0.95 0.03 0.94 0.95 

DRED (5) 0.94 0.06 0.95 0.94 

 

 

Dermatology 

CFS (9) 0.98 0.01 0.99 0.98 

CON (9) 0.98 0.01 0.98 0.97 

CAR (11) 0.98 0.02 0.97 0.98 

Relief-F (11) 0.98 0.02 0.98 0.98 

SVD (11) 0.98 0.02 0.98 0.97 

MOGA (9) 0.98 0.02 0.97 0.98 

FSBR (11) 0.99 0.01 0.98 0.99 

DRED (8) 0.98 0.02 0.97 0.98 

 

 

Mushroom 

CFS (4) 0.97 0.03 0.96 0.97 

CON (5) 0.99 0.01 0.98 0.99 

CAR (8) 0.99 0.01 0.99 0.98 

Relief-F (5) 0.98 0.02 0.97 0.98 

SVD (4) 0.96 0.04 0.96 0.95 

MOGA (5) 0.97 0.01 0.96 0.97 

FSBR (5) 0.99 0.01 0.99 0.98 

DRED (4) 0.98 0.02 0.98 0.98 

 

 

Coil20 

CFS (194) 0.80 0.19 0.81 0.80 

CON (194) 0.79 0.21 0.79 0.78 

CAR (201) 0.78 0.21 0.78 0.79 

Relief-F (198) 0.78 0.22 0.77 0.78 

SVD (156) 0.77 0.23 0.77 0.78 

MOGA (95) 0.83 0.16 0.83 0.83 

FSBR (156) 0.84 0.16 0.83 0.84 

DRED (166) 0.84 0.16 0.83 0.84 

CFS (201) 0.54 0.45 0.53 0.54 
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Dataset Methods(#features) Recall Fall_out Specificity F1_Score 

 

 

Orl 

CON (198) 0.53 0.45 0.53 0.52 

CAR (204) 0.53 0.46 0.52 0.53 

Relief-F (213) 0.54 0.46 0.54 0.53 

SVD (157) 0.54 0.46 0.54 0.54 

MOGA (110) 0.59 0.37 0.60 0.59 

FSBR (157) 0.61 0.37 0.61 0.61 

DRED (212) 0.61 0.37 0.61 0.61 

 

 

Allaml 

CFS (221) 0.82 0.17 0.82 0.82 

CON (230) 0.83 0.18 0.83 0.82 

CAR (201) 0.81 0.19 0.80 0.81 

Relief-F (210) 0.81 0.19 0.81 0.82 

SVD (167) 0.82 0.18 0.81 0.82 

MOGA (194) 0.82 0.18 0.82 0.81 

FSBR (167) 0.84 0.15 0.83 0.84 

DRED (169) 0.85 0.14 0.85 0.85 

 

 

Leukemia 

CFS (147) 0.83 0.16 0.81 0.83 

CON (159) 0.85 0.13 0.85 0.84 

CAR (147) 0.85 0.14 0.85 0.85 

Relief-F (159) 0.85 0.15 0.86 0.85 

SVD (127) 0.73 0.23 0.73 0.77 

MOGA (97) 0.88 0.12 0.87 0.88 

FSBR (127) 0.87 0.13 0.88 0.88 

DRED (130) 0.87 0.12 0.88 0.88 

From the table 4.1 and 4.2, it is seen that the performance of DRED is better than the other 

static attribute reduction techniques in most of the cases and also the method is statistically 

significant. 

•  Comparison of DRED Algorithm with Popular Incremental Algorithms: 

Proposed DRED algorithm is compared with incremental algorithms mentioned in section 

4.1.  

Table 4.3 shows the performance comparison between proposed DRED and considered 

incremental feature selection methods with respect to the computational time and number 

of selected features where R represents number of reduct, and T represents execution time 

for different algorithms in seconds. 
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Table 4.3: Performance analysis of DRED and incremental feature selection methods 

Dataset/ 

Attributes 

IUAARI 

[50] 

IUAARS 

[52] 

Xu et al. 

[230] 

GIARC-

L [214] 

Shu et al. 

[231] 

DRED 

R T R T R T R T R  R T 

Wine/13 7 0.23 6 0.02 10 0.31 6 0.08 7 0.04 7 0.09 

Heart/13 8 0.30 8 0.09 9 0.35 8 0.02 9 0.09 10 0.03 

Glass/9 8 0.11 8 0.01 9 20.87 7 0.01 8 5.43 8 0.10 

Zoo/16 6 0.06 6 0.04 6 0.41 5 0.06 5 0.12 5 0.06 

Dermatolog

y/33 

11 0.50 9 0.25 11 7.34 10 0.20 11 9.03 8 0.19 

Mushroom/

21 

5 92.78 4 34.56 4 120.9

8 

5 35.78 5 99.03 4 45.38 

Coil20/102

4 

20

1 

603.1

2 

20

1 

587.7

6 

26

5 

1520.

0 

20

1 

588.7

6 

19

9 

1289.

67 

16

6 

1140.

40 

Orl/1024 22

2 

708.9

5 

23

2 

597.9

8 

27

8 

1673.

21 

22

2 

679.8

9 

20

5 

1230.

98 

21

2 

828.9

8 

Allaml/712

9 

24

5 

1759.

98 

18

7 

1604.

32 

29

5 

2345.

21 

17

3 

1346.

87 

19

8 

2321.

23 

16

9 

1797.

78 

Leukemia/7

070 

19

7 

1529.

67 

18

7 

1323.

87 

24

3 

2456.

78 

16

7 

1220.

34 

12

3 

2301.

65 

13

0 

1887.

65 

From Table 4.3, it is seen that the computation time needed for the proposed method is less 

for many cases and greater for few datasets but at the same time the amount of reduction is 

much more compared to the other algorithms. Also, the proposed incremental DRED 

algorithm is compared with the static FSBR algorithm [47] which is in essence the static 

version of DRED algorithm and the results are given in the Table 4.4. Table 4.4 shows that 

the computational time needed for the DRED method is less than the FSBR method [47] 

where the objective of the method is met. DRED method also provides greater classification 

accuracies more than 50% cases.  

Table 4.4: Performance comparison of DRED and FSBR methods 

Dataset #Selected features Average Accuracy (%) Execution time(sec) 

FSBR DRED FSBR DRED FSBR DRED 

Wine 6 7 97.18 97.53 7.01 0.20 

Heart 9 10 84.67 82.28 5.24 0.12 

Glass 6 8 73.97 69.60 3.79 0.10 

Zoo 8 5 95.34 94.47 2.01 0.07 

Dermatology 11 8 99.00 98.24 35.39 0.52 

Mushroom 5 4 98.87 97.83 300.01 50.38 
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Dataset #Selected features Average Accuracy (%) Execution time(sec) 

FSBR DRED FSBR DRED FSBR DRED 

Coil20 156 166 83.78 83.98 1200.02 1140.40 

Orl 157 212 60.90 61.32 930.05 828.98 

Allam 167 169 84.15 84.49 2013.87 1797.78 

Leukemia 127 130 86.64 86.94 3467.98 1887.65 

c Incremental Feature Selection Using Rough Set Theory and Genetic Algorithm 

(IFS): 

This section describes a new method [57] of incremental feature selection using the concepts 

of Rough Set Theory [17-20] and Genetic Algorithm [23, 102, 103] (IFS). Here the incremental 

feature selection technique is used in dynamic environment where newly generated group 

of data, together with the knowledge extracted from the previous data are analyzed to select 

the most relevant features of the entire dataset. As a result, efficiency and acceptability of 

the system increases. Proposed IFS method selects the optimized and relevant features 

called reduct. The novelty of the proposed algorithm is that it can select features both in 

static and dynamic environment and no prior statistical information of the data is required. 

Algorithm is dependent only on few controlling parameters and it has an ability of lifelong 

learning to deal with the new data and update the organization of the system incrementally. 

The IFS method proposes a single objective genetic algorithm by combining multiple 

criteria for obtaining single optimal solution which effectively reduces dimensionality of 

the dataset without sacrificing classification accuracy. The overall flow diagram of the IFS 

method [57] is shown in Figure 4.1. 
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Figure 4.1: Flow diagram of IFS 

Figure 4.1 shows the sequence of steps in which the dynamic reduct is developed and 

evaluated in the time interval (t, t+1).  

The dataset exists at time t is considered as old data and the GA based reduct generation 

method is applied on this dataset which provides initial reduct REDUCT(t) for the dataset 

at time t. Now after t+1-time new data called incremental data are stored as new dataset 

arrives in time interval (t, t+1).  
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Now in the proposed IFS technique, initial reduct REDUCT(t) and the new dataset are feed 

in the training process and the modified reduct is generated for the whole dataset available 

at time t+1. At next instant of time, the new reduct REDUCT(t+1) at t+1 time is considered 

as old reduct and new group of data is taken care for constructing further modified 

incremental reduct. This process is continued after every interval of time when a group of 

data enters into the system. Thus, a dynamic reduct is generated for incremental data set 

efficiently. 

•  Incremental Feature Selection: 

In the work, a novel incremental feature selection technique is proposed for incremental 

datasets to select the reduct dynamically using the concept of Rough Set Theory (RST) and 

Genetic Algorithm (GA). Here, GA is applied not on the whole dataset but only on new 

chunk of objects currently enters into the system. Thus, the major issue of time complexity 

for running GA on high voluminous dataset is tackled in the proposed method as it is 

invoked in regular basis after small to moderate size of data subset is generated. Genetic 

algorithm-based reduct generation, using a single criterion, may not always yield better 

results due to the varied characteristics of the datasets used. If multiple criteria are combined 

for attribute selection, an algorithm generally provides more important attributes compared 

to the algorithm relying on a single criterion.  

In the method, to apply the concept of dynamic data, the original decision system DS = (U, 

A, D) is divided into two subsystems namely S1 = (U1, A, D) and S2 = (U2, A, D) as old 

and new subsystems respectively. When the IFS algorithm is first run for the initial 

subsystem S1, no previous reduct information is available; thus, the fitness function is 

defined based only on the attribute dependency and the reduct R1 is formed by the 

algorithm. Subsequently, when newly arrived decision subsystem S2 = (U2, A, D) is become 

available then the previous reduct R1 with the new subsystems determines the reduct R of 

the whole system S = S1S2.  

I. Initial Population: 

As GA is a population based stochastic search algorithm, so the initial population is created 

firstly at random from the new decision subsystem S2. Binary string representation of 

chromosome is opted in this work.  

Each chromosome consists of only two values, ‘1’ and 0 which implies that the index feature 

is present and absent respectively in current subset. The method generates a population of 

size M randomly, where the length of each binary chromosome is |A| = N, where N = 

number of conditional attributes present in S2. Let A = {B1, B2, B3, …, BN}, and the i-th bit 

of a chromosome ch corresponds to attribute Bi. All ‘1’s’ in chromosome ch correspond to 

an attribute subset, i.e., A1  A.  

II. Fitness Function: 

The fitness function determines the quality of a solution in the population; thus, a strong 

fitness function is imperative for obtaining good results.  



Development of Intelligent Prediction System using Data Mining Techniques 

116 

 

Here, a heuristic is applied, which has two parts, to define the fitness function. The first part 

is the positive region overlapping value of the attribute subset A1 with the whole attribute 

set A in S2, and the second part is the extent to which A1 matches with the pre-computed 

reduct R1 of already available data in S1. Thus, the fitness function of GA [23, 102, 103] is defined 

using positive region overlap computed by the Equation (4.2) for new group of added data 

and the reduct obtained from the old existing data discussed below. 

i. Positive Region Overlap: 

Before going in detail discussion on positive region overlap, first  of all concepts of 

positive region is described. Let, DS = (U, A, D), where A = set of conditional attributes, D 

= decision attribute and U is the set of objects.  

To Compute the positive region of an attribute subset P, U is partitioned into equivalence 

classes [x]P using the indiscernibility relation defined in Equation (2.7).  

Equivalence classes [x]D are also formed using the Equation (2.7). Two different partitions 

U/P and U/D of equivalence classes [x]P and [x]D are formed. Now each class [x]D in U/D is 

considered as the target set X. Computation of lower approximation PX of target set X under 

P can be done using the Equation (2.8) for all X ∈ U/D. Positive region POSP(D) is obtained 

by taking the union of the lower approximations PX under P for all X in U/D using Equation 

(4.1). 

POSP (D) = ⋃ 𝑃𝑋𝑋∈𝑈/𝐷        (4.1) 

Now positive region overlap is achieved by taking the intersection of the Positive region 

POSA(D) of the decision system DS with the attribute set A and the Positive Region 

POSA'(D) of DS with the attribute subset A', where A'⊆A. Then it is called the Positive 

Region Overlap for A' and referred as PA' (D) and defined by the Equation (4.2). 

𝑃𝐴′(𝐷) = 𝑃𝑂𝑆𝐴(𝐷) ∩ 𝑃𝑂𝑆𝐴′(𝐷)                                                                                  (4.2) 

PA' (D) is always less than or equal to POSA(D), PA' (D) ≤ POSA(D), because the objects 

cannot be made more discernible by reducing the attributes. Reduction of attributes only 

renders the objects more indiscernible. 

The value of Positive Region Overlap, PA'(D), signifies to what extent the objects of the 

universe are discernible based on the attribute subset A'.  

Hence, a reduct should have the highest possible value of Positive region overlap with the 

minimum number of attributes. 

Now in the IFS method, the positive regions of S2 with the attribute set A and attribute subset 

A1 are 𝑃𝑂𝑆𝐴(𝐷) and 𝑃𝑂𝑆𝐴1(𝐷), respectively, computed using Equation (4.1). Overlapping 

positive region PA(D) = POSA(D) ∩ 𝑃𝑂𝑆𝐴1(𝐷), computed using Equation (4.2) indicates 

that the number of objects in S2 is correctly classified by both A and A1.  
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ii. Similarity Measure: 

For the second part of the fitness function, attributes common to subset A1 and precomputed 

reduct R1 determined. Because the reduct R1 is already formed on the subsystem S1, it is 

desirable that more attributes in R1 will be in the subsequent reduct when new subsystem S2 

is added to the system. Thus, the rate at which the number of attributes of A1 is common to 

R1, is also considered as other criteria in the fitness function.  

Therefore, the first part of the fitness function is derived from the newly arrived subsystem 

S2, and the second part indicates how much the new subsystem agrees with the reduct of the 

old existing subsystem. Thus, without the direct involvement of the subsystem S1, only the 

already generated reduct R1 is used, together with subsystem S2 for the formation of the 

subsequent reduct in the incremental data set. Here, the relative importance of two parts of 

the fitness function is considered by introducing a weight factor ‘w’ because both these parts 

need to be maximized to obtain the reduct. Thus, the fitness function f(ch) for a chromosome 

ch is defined in equation (4.3), which helps us to find the optimal feature subset of the 

system S. 

𝑓(𝑐ℎ) = 𝑤((
𝑃𝐴(𝐷)

|𝑈2|
)

𝑘

|𝐴1|
𝑍⁄ )

+ (1 − 𝑤)
|𝑅1 ∩ 𝐴1|

|𝐴|
                                                                      (4.3) 

In equation (4.3), the power ‘k’ is used to maximize the contribution of the positive region 

value in the fitness function. The power ‘z’ is kept very low, to give the reducts having 

lesser attributes, a higher score. The algorithm has been tested for different values of these 

controlling parameters on the test data sets, and based on experimental results, the values of 

the parameters have been fixed as follows k = 2, z = 0.05, and w = 0.55.  

iii. Genetic Operations: 

As the convergence of genetic algorithm depends on the proper selection of parameters, so 

selection of parameters value is an important task here. Selection is the first genetic operator 

applied on the population. Here, ranks based roulette-wheel selection method [23] is used and 

it is continued until the mating pool is filled up.  

The population may lose the best chromosome by crossover and mutation. So, elitism 

operation includes 5% of chromosomes with the optimum fitness values into the mating 

pool. Crossover operator is applied to the mating pool hoping that it would create a better 

string.  

Crossover operator used is uniform crossover with probability 0.9. New chromosomes 

generated by crossover are taken into the next generation population only if their fitness is 

better than that of their parent chromosomes. Mutation is also used to maintain diversity in 

the population. Mutation operation involves flipping of a bit in a chromosome, changing 0 

to 1 and 1 to 0.  
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It is done in a random bit of each chromosome with probability 0.001. All parameter values 

are determined experimentally, and the algorithm terminates when the best fitness value of 

the chromosome has no improvement over a specified number of generations. The detail 

algorithm is given below. 

Algorithm: IFS (S1, S2, R) 

Input: Reduct R1 of decision subsystem S1 = (U1, A, D) and newly arrived decision 

subsystem S2 = (U2, A, D) 

Output: Reduct R of S = S1S2 

Step I: Compute the positive region POSA(D) of S2 with respect to attribute set A. 

Step II: Initialize the population P of GA with size = M.  

Step III: Set chromosome length as N, number of attributes in A. 

Step IV: Calculate fitness value for each chromosome ch in P using equation (4.3). 

Step V: Use Roulette Wheel Selection to select the best chromosomes into the mating pool 

based on their fitness values. 

Step VI: Apply uniform crossover and mutation operations on chromosomes in the mating 

pool with crossover probability of 0.9 and mutation rate of 0.001. 

Step VII: Choose the chromosomes for the next generation with 50% replacement

 of the parent population. 

Step VIII: Repeat Step IV to step VII until the GA converges. 

Step IX: The best chromosome of the final population forms the reduct R of the entire 

system S. 

• Space and Time Complexity of the IFS Algorithm: 

This algorithm requires storing only the newly arrived decision subsystem S2 = (U2, A, D). 

Hence, it has a space complexity of O (|U2|*(|A| + 1)), where |U2| is the number of objects 

in S2 and |A| represents the number of conditional attributes while 1 is added for the decision 

class. 

The time complexity is calculated according to the following steps: 

i. Calculation of the Equivalent Set has a time complexity of O (|U2|2). 

ii. The complexity of the Fitness Function, f (ch), also requires calculation of the 

equivalent set. Thus, its time complexity is O (|U2|2). 
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iii. Therefore, the running time of the GA is O (|M| * t * |U2|2), where |M| is the population 

size of the GA, and t represents the number of generations requires to GA converge. 

iv. So, the total time complexity is O (|U2|2 + |M|* t * |U2|2), which is O (|M| * t * |U2|2). 

As |M| and t are constants, time complexity is O (|U2|2), a polynomial of degree two. Since, 

the algorithm runs in regular interval of time, so the size |U2| of added group of data is not 

very large.  

As a consequence, the algorithm selects the optimal feature subset in incremental dataset 

efficiently.  

• Experimental Results of the IFS method: 

The algorithm has been extensively tested on experimental datasets summarized in section 

2.2. Experiments are done on a computer with the specification as Computer Model: ACER 

emachines D725; CPU:  

Pentium(R) Dual-Core CPU T4400 @ 2.20GHz × 2; Memory: 4GB; OS: Ubuntu 12.04 

LTS - 32 bit. Java programming language is used for the implementation of the work.  

To judge the performance of the IFS algorithm, a series of experiments is conducted, and 

comparative analyses are made. At first, all the attributes are discretized by ChiMerge [219] 

discretization algorithm. Here, randomly selected 80% data of each dataset is considered as 

the existing data, and the rest 20% data is used as the new group of data. The proposed IFS 

method is compared with standard static attribute reduction techniques and some popular 

incremental attribute reduction techniques. The main focus of the experiments is on the 

three issues: number of features, classification accuracy and execution efficiency. 

• Comparison With Static Attribute Reduction Techniques: 

To judge the effectiveness and the efficiency of the proposed IFS method, the method is 

compared with common standard static or non-incremental feature selection methods. The 

static feature selection methods CFS [95], CON [213] and Relief-F [215] are available at “Weka” 

tool [218] while CAR [214], SVD [216] and MOGA [217] are implemented.  

Results of the existing static feature selection methods and the proposed IFS method in static 

(Static Approach) and incremental mode are evaluated and compared on the basis of 

classification accuracies on whole dataset and reduced datasets of the state-of-the-art 

classifiers available in weka tool [218].  

In the work, considered classifiers are Naïve Bayes (NB) [7], Support vector machine (SVM) 
[6], K-nearest neighbors K-NN [37], Bagging [191], Tree based classifier (J48) [5], and 

Multilayer Perceptron (MLP) [3]. SVM is used with RBF Kernel; K value of K-NN is set to 

the square root of sample size of data. Original number of attributes, number of attributes 

after applying proposed IFS and existing static feature selection methods and the accuracies 

(%) of the reduced datasets by the mentioned classifiers are computed and listed in Table 

4.5.  
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Table 4.5: Performance comparison of IFS and static feature selection methods 

Dataset 

(#Original 

features) 

Methods 

(#features) 

Claifiers 

NB SVM Bagging J48 MLP IPSO 

 

 

Wine(13) 

CFS (8) 96.19 96.96 96.45 94.94 93.82 93.10 

CON (8) 96.19 97.11 96.63 94.94 94.94 94.30 

CAR (8) 96.19 96.21 96.45 94.74 93.82 93.10 

Relief-F (9) 96.69 96.61 96.63 94.94 94.97 94.40 

SVD (6) 96.45 96.46 96.56 95.78 95.35 95.78 

MOGA (7) 97.17 96.65 95.56 96.64 95.78 95.87 

Static Approach 

(7) 
98.65 97.45 97.01 96.36 96.61 96.50 

IFS (6) 98.91 100 97.32 96.76 96.62 97.19 

 

 

Heart (13) 

CFS (8) 84.36 84.75 81.67 81.11 81.11 81.67 

CON (11) 84.50 84.44 82.07 81.48 82.89 79.55 

CAR (10) 83.36 84.75 81.67 83.11 82.11 80.67 

Relief-F (10) 83.50 84.44 82.07 81.48 83.89 79.59 

SVD (9) 83.55 83.77 83.99 82.31 83.61 82.28 

MOGA (8) 84.67 83.32 83.22 83.56 83.87 83.26 

Static Approach 

(9) 
85.72 85.12 83.94 84.58 84.90 83.49 

IFS (9) 85.89 85.86 83.78 84.43 84.87 84.32 

 

 

Glass (9) 

CFS (6) 43.92 57.94 79.91 73.83 68.69 70.09 

CON (7) 47.20 57.48 78.50 71.50 64.20 68.60 

CAR (8) 56.92 58.94 80.91 75.83 69.69 71.09 

Relief-F (8) 57.20 57.48 79.50 70.50 63.20 72.60 

SVD (8) 57.79 58.75 76.39 72.56 67.70 75.45 

MOGA (7) 56.54 57.76 76.49 72.45 64.76 70.89 

Static Approach 

(6) 
65.73 63.94 83.97 78.53 72.60 79.00 

IFS (8) 69.73 66.34 84.34 79.93 76.30 79.32 

 

 

Zoo (16) 

CFS (9) 96.03 93.06 94.05 94.04 93.06 93.06 

CON (9) 96.03 93.03 94.05 94.04 93.88 94.32 

CAR (6) 94.05 93.92 93.32 94.02 94.07 94.05 

Relief-F (7) 95.03 93.70 93.01 93.01 94.12 94.12 

SVD (5) 96.19 94.77 94.88 94.67 94.42 94.77 

MOGA (6) 94.78 94.23 94.45 95.21 94.32 94.34 

Static Approach 

(8) 
97.14 95.55 95.75 94.06 96.03 94.07 

IFS (5) 97.43 97.12 97.05 95.76 97.02 98.01 
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Dataset 

(#Original 

features) 

Methods 

(#features) 

Claifiers 

NB SVM Bagging J48 MLP IPSO 

 

 

Dermatology 

(33) 

CFS (9) 98.76 97.42 97.01 98.06 98.07 98.62 

CON (9) 98.52 98.25 95.56 98.06 98.86 98.67 

CAR (11) 98.73 98.30 97.42 98.31 98.06 98.07 

Relief-F (11) 98.72 98.45 95.56 97.16 98.76 98.46 

SVD (9) 97.88 98.13 96.85 97.29 98.31 98.89 

MOGA (9) 97.87 97.89 97.90 97.05 98.67 97.90 

Static Approach 

(9) 
99.01 99.01 98.77 99.02 99.32 99.30 

IFS (9) 99.83 99.02 98.95 98.98 98.02 99.41 

 

 

Mushroom (21) 

CFS (4) 97.52 96.01 96.52 97.01 97.01 97.01 

CON (5) 98.52 98.85 98.52 99.05 98.16 99.86 

CAR (8) 98.02 98.32 99.02 99.65 99.23 99.01 

Relief-F (5) 97.04 98.03 98.03 98.13 98.10 98.10 

SVD (3) 97.14 97.33 97.13 97.93 97.24 87.74 

MOGA (5) 97.34 95.45 96.67 96.34 96.34 96.45 

Static Approach 

(5) 
99.25 99.12 99.24 99.88 98.35 98.28 

IFS (3) 99.76 99.54 99.76 98.86 98.78 98.46 

 

 

Coil20 (1024) 

CFS (194) 78.12 79.24 80.01 80.10 79.25 79.85 

CON (194) 79.60 79.20 78.00 79.35 79.34 78.79 

CAR (201) 77.12 78.24 77.01 80.10 75.25 78.85 

Relief-F (198) 77.60 78.20 77.80 78.35 77.34 78.49 

SVD (157) 78.64 78.41 78.96 76.98 76.84 78.99 

MOGA (95) 82.20 79.99 82.92 83.02 83.02 84.20 

Static Approach 

(172) 
84.97 83.76 84.45 84.76 83.43 84.94 

IFS (157) 84.97 83.96 84.55 84.76 83.52 85.34 

 

 

Orl (1024) 

CFS (201) 55.12 55.24 53.01 51.10 53.80 51.35 

CON (198) 56.60 53.20 52.00 51.35 50.70 52.89 

CAR (204) 55.12 55.24 53.01 51.10 53.80 51.35 

Relief-F (213) 54.60 54.20 54.01 54.25 53.79 53.89 

SVD (109) 54.12 53.94 57.01 54.10 53.80 54.95 

MOGA (110) 59.60 57.20 59.00 58.25 59.70 59.09 

Static Approach 

(134) 
61.55 60.95 61.83 60.12 60.33 60.03 

IFS (109) 62.95 61.95 62.33 60.12 61.32 61.53 

CFS (221) 81.12 81.32 82.62 83.82 82.21 83.01 

CON (230) 79.12 80.32 81.62 82.82 80.21 82.01 
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Dataset 

(#Original 

features) 

Methods 

(#features) 

Claifiers 

NB SVM Bagging J48 MLP IPSO 

 

 

Allaml (7129) 

CAR (201) 80.02 80.32 81.52 82.72 81.21 82.02 

Relief-F (210) 81.12 81.32 82.62 83.82 82.21 83.11 

SVD (189) 80.22 81.62 81.27 82.92 82.81 83.19 

MOGA (194) 81.12 83.32 84.72 81.82 82.01 82.21 

Static Approach 

(157) 
83.07 84.05 85.99 84.94 83.15 84.14 

IFS (139) 82.87 84.65 86.89 85.54 83.65 85.24 

 

 

Leukemia (7070) 

CFS (147) 83.23 84.23 82.67 82.02 82.05 83.23 

CON (159) 84.05 85.87 84.23 84.12 84.21 84.67 

CAR (147) 83.47 85.23 84.56 84.53 84.54 84.56 

Relief-F (159) 84.23 85.34 84.12 84.34 84.34 84.98 

SVD (88) 73.68 76.32 71.05 71.02 71.05 73.68 

MOGA (97) 86.34 85.90 85.50 85.78 87.12 86.23 

Static Approach 

(147) 
87.61 86.18 87.02 86.05 86.34 86.33 

IFS (88) 87.51 87.32 87.32 87.55 87.44 87.03 

From Table 4.5, it is observed that the proposed IFS method selects fewer attributes with 

higher classification accuracy compared to the other methods in most of the cases. It is 

worth noting to mention that all the static methods are run on the whole reduced dataset 

only once, whereas IFS is run dynamically on the dataset in an incremental way. This 

implies that, the proposed incremental feature selection method selects the most important 

attributes without losing too much information. 

• Comparison Of IFS Algorithm with Popular Incremental Algorithms: 

To evaluate the performance of IFS method, the method is compared with popular 

incremental algorithms such as IUAARI [50], IUAARS [52], Xu et al. [230], GIARC-L based 

on complementary entropy [214] and Shu et al. [231] mainly based on the criteria such as, size 

of selected feature subset and the computational time. These incremental methods used for 

the comparison purpose are discussed in the section 4.1. Here, randomly selected 80% data 

of each dataset is considered as the original decision table, and the rest 20% data is used as 

the new group of data. The whole dataset is used as the new decision table. First, the method 

RIDAS [232] is used to generate the reduced attribute set for each original decision table. 

Secondly, based on previous results, we respectively use IUAARI [50], IUAARS [52], Xu et 

al. [230], GIARC-L based on complementary entropy [214] and Shu et al. [231] are used to 

generate the reduced attribute set for each of the new decision table. Finally, to demonstrate 

the practicability and strength of the proposed method IFS (proposed algorithm) is applied 

to find out the reduced attribute set for each of the new decision tables, and the results are 

compared with the existing algorithms. The experimental results are shown in Table 4.6. 

Here, T is the running time of an algorithm measured in second and R is the number of 

attributes selected by the algorithms. 
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Table 4.6: Performance comparison of IFS and incremental feature selection methods 

Tebl Tyaping 

Dataset/Fe

atures 

RIDAS 

[232] 

IUAAR

I [50] 

IUAAR

S [52] 

Xu et al. 

[230] 

GIARC

-L [214] 

Shu et 

al. [231] 

IFS 

R T R T R T R T R T R T R T 

Wine/13 7 0.34 7 0.23 6 0.02 1

0 

0.31 6 0.08 7 0.04 6 0.01 

Breast 

Cancer/9 

6 0.56 6 0.50 6 0.01 9 29.1

5 

4 0.06 5 7.01 3 1.03 

Glass/9 7 0.19 8 0.11 8 0.01 9 20.8

7 

7 0.01 8 5.43 8 0.01 

Car/6 5 2.67 6 0.06 6 0.04 6 12.3

4 

5 0.06 6 20.0

1 

5 0.01 

Dermatolog

y/33 

1

0 

4.32 11 0.50 9 0.25 1

1 

7.34 1

0 

0.20 1

1 

9.03 9 0.19 

Mushroom/2

1 

4 96.4

5 

5 92.7

8 

4 84.5

6 

4 120.

98 

5 90.7

8 

5 99.0

3 

3 92.3

8 

Coil20/1024 1

9

4 

1003

.67 

2

0

1 

603.

12 

2

0

1 

587.

76 

2

6

5 

1520

.0 

2

0

1 

588.

76 

1

9

9 

1289

.67 

1

5

7 

1220

.40 

Orl/ 

1024 

1

7

6 

1087

.32 

2

2

2 

708.

95 

2

3

2 

597.

98 

2

7

8 

1673

.21 

2

2

2 

679.

89 

2

0

5 

1230

.98 

1

0

9 

1054

.78 

Allaml/ 

7129 

2

0

5 

2010

.23 

2

4

5 

1759

.98 

1

8

7 

1604

.32 

2

9

5 

2345

.21 

1

7

3 

1346

.87 

1

9

8 

2321

.23 

1

3

9 

2197

.78 

Leukemia/ 

7070 

1

5

8 

2308

.97 

1

9

7 

1529

.67 

1

8

7 

1323

.87 

2

4

3 

2456

.78 

1

6

7 

1220

.34 

1

2

3 

2301

.65 

8

8 

2134

.65 

From Table 4.6, it is seen that although the computation time needed is bit more for IFS 

method for few datasets, the amount of reduction is much more compared to the other 

algorithms.  

The objective of this method is to produce maximum reduction at the cost of computation 

time (this situation will rarely occur, as the method will run in a regular interval of time 

while the added group of data is small to moderate in size), such that the time required by 

the classifiers is greatly reduced. 

From the Table 4.5 and Table 4.6 it is seen that IFS method selects the feature subset with 

lesser cardinality and gives the highest classification accuracies compare to the standard 

static and incremental feature selection algorithm for most of the cases.  

Computational time to execute IFS is also comparable with other algorithms.  
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• Statistical assessment of IFS: 

Not only the feature reduction and classification accuracies are in favor of the effectiveness 

of IFS method, but the statistical analysis is also performed on the data set using Wilcoxon’s 

rank sum test [39] to demonstrate that the method is also statistically significant with respect 

to the existing static and incremental feature selection methods. In the experiment, this test 

is made, as it is valid for data of any distribution and much less sensitive to outliers compare 

to other testing methods. Here similar to the DRED method the statistical analysis is done 

using Wilcoxon’s rank sum test [39] and the result is shown in Table 4.7. A bold-faced font 

is used to write its mean. From Table 4.7, considering all given datasets and all classifiers, 

experimentally it is observed that proposed IFS method is statistically significant which 

express the effectiveness of the method. Thus, the method is very effective with all respects 

of dimension reduction, classification, efficiency, and statistical analysis, which 

demonstrate the importance of the method. 

Table 4.7. Performance comparison of IFS with related existing methods 

Dataset 

(#Original 

features) 

Methods 

(#features) 

Classifiers Accuracy (%) 

NB SVM Bagging NB MLP IPSO 

 

 

Wine(13) 

CFS (8) 96.19† 96.96† 96.45† 94.94† 93.82† 93.10† 

CON (8) 96.19† 97.11† 96.63† 94.94† 94.94† 94.30† 

CAR (8) 96.19† 96.21† 96.45† 94.74† 93.82† 93.10† 

Relief-F (9) 96.69† 96.61† 96.63† 94.94† 94.97† 94.40† 

RIDAS (7) 95.94† 96.17† 96.63† 95.44† 95.97† 95.40† 

IUAARI (7) 96.89† 97.01† 96.83† 96.34† 96.77† 96.60† 

IUAARS (6) 96.99† 97.31† 96.73† 95.64† 97.77† 96.65† 

Xu et al. (10) 97.99† 97.61† 96.93† 96.54† 97.70≈ 97.40≈ 

GIARC-L (6) 98.78≈ 98.89† 98.45≈ 98.45 97.67≈ 97.65 

Shu et al. (7) 98.12≈ 98.91† 98.23≈ 97.60† 96.77† 97.60≈ 

IFS (6) 98.91 100 98.93 96.76† 96.62† 97.19≈ 

 

 

Breast Cancer 

(9) 

CFS (4) 95.71≈ 94.42† 94.56† 94.85† 94.56† 94.13† 

CON (5) 95.99 95.27≈ 94.56† 94.70† 93.56† 94.56† 

CAR (5) 95.99 94.34† 94.56† 94.12† 93.45† 94.21† 

Relief-F (5)  95.93≈ 94.34† 94.56† 94.82† 93.75† 94.27† 

RIDAS (6) 95.73≈ 95.34≈ 94.96† 95.02≈ 94.75† 95.07≈ 

IUAARI (6) 95.80≈ 95.82≈ 95.06≈ 95.32≈ 95.25≈ 95.17≈ 

IUAARS (6) 95.77≈ 95.54≈ 95.26≈ 95.12≈ 95.73 95.15≈ 

Xu et al. (9) 95.70≈ 95.84≈ 95.22≈ 95.52≈ 95.37≈ 95.38≈ 

GIARC-L (4) 95.98≈ 95.94 95.15≈ 95.42≈ 95.47≈ 95.28≈ 

Shu et al. (5) 95.76≈ 95.64≈ 95.06≈ 95.82 95.27≈ 95.08≈ 
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Dataset 

(#Original 

features) 

Methods 

(#features) 

Classifiers Accuracy (%) 

NB SVM Bagging NB MLP IPSO 

IFS (3) 95.71≈ 94.70† 95.27 94.42† 93.99† 95.42 

 

 

Glass (9) 

CFS (6) 66.82† 81.77† 80.86† 76.63 77.57 75.70≈ 

CON (7) 66.82† 83.18≈ 82.86† 74.76† 76.17† 70.09† 

CAR (8) 66.86† 83.24≈ 83.21† 74.87† 77.20≈ 70.23† 

Relief-F (8) 66.80† 82.34† 83.21† 74.87† 77.20≈ 70.23† 

RIDAS (7) 66.22† 83.08≈ 82.76† 74.46† 76.27† 70.29† 

IUAARI (8) 66.12† 82.24† 83.13† 74.87† 77.10≈ 73.13† 

IUAARS (8) 66.08† 82.43† 83.19† 74.27† 76.20† 73.30† 

Xu et al. (9) 66.52† 83.58≈ 82.96† 74.48† 76.59† 73.55† 

GIARC-L (7) 66.47† 82.91† 83.80† 74.73† 76.57† 74.93† 

Shu et al. (8) 66.57† 81.97† 83.96† 74.93† 75.57† 74.90† 

IFS (8) 67.57 83.77 84.86 75.23 77.57 75.93 

 

 

Car (6) 

CFS (1) 55.55† 70.02† 70.02 70.02† 70.02† 70.02† 

CON (5) 82.52≈ 93.57≈ 70.02 95.13≈ 95.25† 94.50† 

CAR (5) 82.12≈ 93.32≈ 69.12† 95.14≈ 94.45† 94.35† 

Relief-F (5) 82.46≈ 93.57≈ 70.00≈ 95.42 96.52 96.35 

RIDAS (5) 82.56 93.21≈ 70.00≈ 95.17≈ 96.21≈ 96.05≈ 

IUAARI (6) 82.02≈ 92.57† 70.01≈ 95.15≈ 95.15† 94.01† 

IUAARS (6) 82.11≈ 93.38≈ 70.02 95.31≈ 95.15† 94.32† 

Xu et al. (6) 82.32≈ 93.37≈ 70.02 95.01≈ 95.05† 94.21† 

GIARC-L (5) 82.22≈ 93.42≈ 70.01≈ 95.13≈ 95.15† 94.13† 

Shu et al. (6) 82.02≈ 93.30≈ 69.99† 95.10≈ 95.17† 94.20† 

IFS (5) 82.52≈ 93.57 70.02 95.13≈ 95.19† 94.50† 

 

 

Dermatology 

(33) 

CFS (9) 98.76† 97.42† 97.01† 98.06≈ 98.07≈ 98.62† 

CON (9) 98.52† 98.25† 95.56† 98.06≈ 98.86≈ 98.67† 

CAR (11) 98.73† 98.30† 97.42† 98.31≈ 98.06≈ 98.07† 

Relief-F (11) 98.72† 98.45† 95.56† 97.16† 98.76 98.46† 

RIDAS (10) 98.32† 98.24† 97.36† 98.16≈ 98.06≈ 98.27† 

IUAARI (11) 98.23† 98.50† 97.92† 98.01≈ 97.86† 97.97† 

IUAARS (9) 98.21† 98.40† 97.29† 98.01≈ 97.26† 97.88† 

Xu et al. (11) 97.33† 97.10† 97.45† 98.11≈ 97.86† 98.12† 

GIARC-L (10) 97.73† 97.30† 97.72† 98.01≈ 97.06† 97.27† 

Shu et al. (11) 98.73† 98.30† 98.42≈ 98.31≈ 98.06≈ 98.87† 

IFS (9) 99.83 99.02 98.95 98.98 98.02≈ 99.41 
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Dataset 

(#Original 

features) 

Methods 

(#features) 

Classifiers Accuracy (%) 

NB SVM Bagging NB MLP IPSO 

 

 

Mushroom 

(21) 

CFS (4) 97.52† 96.01† 96.52† 97.01† 97.01† 97.01† 

CON (5) 98.52† 98.85† 98.52† 99.05≈ 98.16† 99.86 

CAR (8) 98.02† 98.32† 99.02≈ 99.65 99.23 99.01≈ 

Relief-F (5) 97.04† 98.03† 98.03† 98.13† 98.10† 98.10† 

RIDAS (4) 98.29† 98.36† 98.56† 98.79† 98.32† 98.10† 

IUAARI (5) 98.89† 98.76† 98.86† 98.89† 98.88† 98.16† 

IUAARS (4) 98.79† 98.55† 98.66† 98.49† 98.18† 98.26† 

Xu et al. (4) 97.79† 97.55† 97.66† 97.89† 97.88† 97.16† 

GIARC-L (5) 98.76† 98.54† 98.76† 98.06† 98.08† 98.36† 

Shu et al. (5) 99.17† 99.21≈ 98.33† 98.24† 98.37† 98.61† 

IFS (3) 99.76 99.54 99.76 98.86† 98.78† 98.46† 

 

 

Coil20 (1024) 

CFS (194) 78.12† 79.24† 80.01† 80.10† 79.25† 79.85† 

CON (194) 79.60† 79.20† 78.00† 79.35† 79.34† 78.79† 

CAR (201) 77.12† 78.24† 77.01† 80.10† 75.25† 78.85† 

Relief-F (198) 77.60† 78.20† 77.80† 78.35† 77.34† 78.49† 

RIDAS (194) 77.40† 78.10† 78.23† 78.37† 78.49† 78.89† 

IUAARI (201) 79.24† 79.42† 78.98† 81.10† 81.25† 81.75† 

IUAARS 

(201) 

78.12† 78.24† 80.01† 79.10† 79.25† 80.85† 

Xu et al. (265) 82.16† 82.09† 81.90† 82.05† 81.39† 82.41† 

GIARC-L 

(201) 

80.12† 81.24† 80.32† 81.30† 81.95† 82.45† 

Shu et al. (199) 81.60† 81.90† 81.70† 82.35† 82.30† 81.42† 

IFS (157) 84.97 83.96 84.55 84.76 83.52 85.34 

 

 

Orl (1024) 

CFS (201) 55.12† 55.24† 53.01† 51.10† 53.80† 51.35† 

CON (198) 56.60† 53.20† 52.00† 51.35† 50.70† 52.89† 

CAR (204) 55.12† 55.24† 53.01† 51.10† 53.80† 51.35† 

Relief-F (213) 54.60† 54.20† 54.01† 54.25† 53.79† 53.89† 

RIDAS (176) 58.01† 58.78† 57.09† 57.98† 58.78† 58.81† 

IUAARI (222) 59.09† 59.70† 59.23† 59.92 59.23† 59.41† 

IUAARS 

(232) 

58.97† 58.78† 58.89† 59.54† 59.78† 59.01† 

Xu et al. (278) 59.09† 59.70† 59.23† 59.98≈ 59.23† 59.41† 

GIARC-L 

(222) 

60.76† 60.90† 59.56† 60.94 60.90≈ 59.91† 
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Dataset 

(#Original 

features) 

Methods 

(#features) 

Classifiers Accuracy (%) 

NB SVM Bagging NB MLP IPSO 

Shu et al. (205) 60.60† 60.78† 60.09† 60.76≈ 60.98≈ 60.82† 

IFS (109) 62.95 61.95 62.33 60.12≈ 61.32 61.53 

 

 

Allaml (7129) 

CFS (221) 81.12† 81.32† 82.62† 83.82† 82.21† 83.01† 

CON (230) 79.12† 80.32† 81.62† 82.82† 80.21† 82.01† 

CAR (201) 80.02† 80.32† 81.52† 82.72† 81.21† 82.02† 

Relief-F (210) 81.12† 81.32† 82.62† 83.82† 82.21† 83.11† 

RIDAS (205) 81.23† 81.43† 83.54† 83.34† 82.91† 84.10† 

IUAARI (245) 80.97† 80.38† 81.56† 82.34† 82.91† 83.90† 

IUAARS(187) 81.23† 81.43† 82.54† 82.76† 82.91† 84.00† 

Xu et al. (295) 80.08† 81.32† 82.76† 82.22† 82.08† 82.39† 

GIARC-L 

(173) 

80.32† 81.24† 82.62† 81.82† 81.90† 82.33† 

Shu et al. (198) 81.12† 82.32† 82.09† 82.34† 82.21† 83.11† 

IFS (139) 82.87 84.65 86.89 85.54 83.65 85.24 

 

 

Leukemia 

(7070) 

CFS (147) 83.23† 84.23† 82.67† 82.02† 82.05† 83.23† 

CON (159) 84.05† 85.87† 84.23† 84.12† 84.21† 84.67† 

CAR (147) 83.47† 85.23† 84.56† 84.53† 84.54† 84.56† 

Relief-F (159) 84.23† 85.34† 84.12† 84.34† 84.34† 84.98† 

RIDAS (158) 85.01† 85.23† 84.30† 84.20† 83.20† 84.96† 

IUAARI (197) 84.23† 85.76† 85.10† 85.04† 84.34† 84.98† 

IUAARS 

(187) 

85.20† 85.14† 84.12† 84.97† 85.30† 85.03† 

Xu et al. (243) 85.29† 85.90† 84.94† 85.59† 84.76† 84.93† 

GIARC-L 

(167) 

85.91† 85.49† 84.91† 84.87† 83.60† 84.06† 

Shu et al. (123) 86.09† 85.93† 85.30† 84.50† 83.40† 85.36† 

IFS (88) 87.51 87.32 87.32 87.55 87.44 87.03 

4.2.2 Comparative Analysis of DRED and IFS Method: 

Comparisons of DRED [49], and IFS [57] methods are made based on the results given by the 

both the methods on experimental datasets. The method DRED selects multiple informative 

feature subset based on RST [17-20]. On the other hand, IFS method selects feature subset 

using RST and genetic algorithm. In Table 4.8, the average classification accuracies are 

measured based on the reduced feature subset generated by DRED and IFS method by using 

state of the art classifiers from Weka tool [218] and one incremental classifier IPSO [63] 

developed by me.  
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As DRED produces multiple features subsets so the results are given here based on the best 

feature subset found by DRED method for the comparison with IFS method. It is observed 

that the IFS method identifies lesser no of feature in a feature subset than DRED method 

with better classification accuracies. Computational time required for execution of DRED 

is less than IFS for few datasets. 

Table 4.8: Comparison of DRED and IFS methods 

Dataset #Selected 

features 

Average Accuracy 

(%) 

Computational 

time(sec) 

DRED IFS DRED IFS DRED IFS 

Wine 7 6 97.53 97.84 0.09 0.01 

Heart 10 9 82.28 84.86 0.03 0.01 

Glass 8 8 69.60 77.18 0.10 0.01 

Zoo 5 5 94.47 96.91 0.06 0.01 

Dermatology 8 9 98.24 99.03 0.19 0.19 

Mushroom 4 3 97.83 99.15 45.38 30.38 

Coil20 166 157 83.98 84.55 1140.40 1220.40 

Orl 212 109 61.92 61.75 828.98 1054.78 

Allaml 169 139 84.49 84.86 1797.78 2197.78 

Leukemia 130 88 86.94 87.71 1887.65 2134.65 

4.3 Summary: 

The concept of rough set offers a sound theoretical foundation for constructing the reduct 

sets, which is very effective for dimensionality reduction and feature selection from the 

incremental data.  

Feature selection enables the learning techniques to work more effectively, improving the 

rate of classification by reducing the influence of unwanted information. Feature selection 

through reduct generation in dynamic environment is the main issue of this chapter.  

Since, the method of reduct generation is NP-hard; heuristic methods are developed to 

create single and multiple reduct in dynamic environment. In the chapter two simple but 

efficient feature selection methods are proposed.  

The main objective is to select good features that are highly correlated with the class. The 

proposed algorithms can select features both in static and dynamic environment, where data 

arrives gradually with respect to the time.  

First method (DRED) is based only on the RST for selecting important multiple feature 

subsets to classify datasets. Second method (IFS) is based on the RST and genetic algorithm 

for selecting important single feature subset to classify datasets.  
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Both the feature subset selection methods, DRED and IFS are compared among themselves 

as well as with several standard existing static feature selection methods and incremental 

feature selection method in terms of number of selected features, computational time and 

the classification accuracies using some state-of-the-art classifiers on reduced data to show 

their effectiveness. It is observed that the cardinality of the feature subset of IFS method is 

less and gives the highest average classification accuracies than almost all the considered 

methods in most of the cases due to suitable fitness function of GA in the IFS algorithm.  

IFS method reduces a great deal of the time complexity of the overall system as the GA is 

applied only on newly added small group of objects on regular basis so the great difficulty 

of using it for its larger complexity does not affect much in most of the applications. This 

rough set theory-based incremental feature selection approach is equally applicable in the 

fields of social networking, bioinformatics, and big data analytics for finding the important 

feature subset in dynamic environment. In spite of the above advantages, some further 

investigations are required for full utilization of the proposed methods. With the changes of 

datasets, though the feature selection is done in incremental manner, but the method 

assumes that the new group of data has same set of features with the existing one. But in 

many applications, if the new objects with some other features are added then more 

investigations are required to select the minimal set of features.  
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Chapter 5 

Chapter 5: Classification Analysis 

5.1 Introduction: 

Classification is a major research area in the field of data mining [1, 2] for the static as well 

as dynamic environment. Accurate classification analysis leads to better understanding of 

the underlying data. As now a day’s structure of the data is difficult to understand directly, 

many machine-learning approaches have been used for classification of dataset [14, 15, 80]. 

These methods include the k-nearest neighbors [37], Bayesian approaches [7], Support Vector 

Machines [6, 166], Artificial Neural Network [3, 175], and decision trees [5, 152]. But a single 

classifier may not always give good results as it depends on the training capability of the 

classifier on the data itself. The solution is to apply multiple classifiers whose combined 

decision often gives better result compared to a single one. The effectiveness of combined 

classification system is strongly dependent on proper selection of base classifiers. Various 

architecture of classifier combination [179, 185-187] are developed to achieve this goal. The 

techniques that combine multiple classifiers have received much attention, and this is now 

a standard approach to improving classification performance in machine learning [32]. 

Researchers have already developed lots of ensemble methods including two widely used 

popular methods such as Bagging [191] and Boosting [192]. Many studies and research 

proposals discuss the way of developing a multiple classifier system (MCS) [16, 179, 185-187]. 

Ho (2000) [233] discussed coverage-based optimization and decision based optimization 

techniques for combination of multiple classifier system. Garbs et.al [234] described a 

classifier fusion method using Genetic Algorithm where a multidimensional selection of 

MCS is done. Zhou, Wu, and Tang (2002) [235] demonstrated that ensemble of selected 

classifiers give better result than all the classifiers used in an MCS. A genetic algorithm-

based ensemble classifier [236] is proposed for bankruptcy prediction where multi co-linearity 

problem of classifiers are resolved using the Variance influence factor (VIF). 

The paper [237] proposed an ensemble approach that attempts to obtain highly accurate 

classification system. In the paper [191], a bagging (bootstrap aggregating) method is 

introduced. Bagging improves generalization error by reducing the variance of the base 

classifiers. The performance of the bagging depends on the stability of the base classifiers. 

If a base classifier is unstable, bagging aids to reduce the errors related with random 

fluctuations in the training dataset. If a base classifier is stable, and robust to minor 

perturbations in the training set, then the error of the ensemble is primarily caused by bias 

in the base classifier. In [192], a boosting method is introduced that produces a series of base 

classifiers. Here, a set of samples is chosen based on the outcome of prior classifiers in the 

series. Samples that are incorrectly classified by previous classifiers are giving further 

chances for classification. Ada-Boost [193] is currently used as a promising boosting 

technique [192]. Many methods for constructing ensembles of classifiers have been 

developed, several are universal, and some are definite to particular algorithms.  
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For example, [238] uses 25 classifiers; the paper [239] uses 100 classifiers while it is extended 

up to 1000 in the paper [240]. To overcome such limitation, the paper [241] proposed a 

classification algorithm based on several decision tree classifiers using the concept of 

probability theory and graph theory (EOCDPG), where minimum number of rules is 

obtained to build an efficient ensemble classifier. The paper [242] integrated a multi-objective 

GA based feature selection scheme with an ensemble of classifiers (EOCASD) consisting 

of three basic classifiers: Artificial Neural Network (ANN), Support Vector Machine 

(SVM), and Decision Tree (DT). 

Now a day’s, increase of huge amount of data in every application demands an incremental 

learning technique for data analysis. One of such data analysis tasks in dynamic 

environment is to design an incremental classifier for decision making and consequently 

updating the knowledge base of the overall system. Classifier construction depicts 

extraction of interesting patterns from the large repository of data and predicts the future 

trends based on the existing patterns. The time complexity of the classification system 

increases gradually, and the system becomes inefficient while it is learned repeatedly for 

adding new group of data with the existing one in a certain interval of time. Without learning 

the same classifier for the whole data, if the knowledge of old data extracted by the classifier 

from the old data is used together with the new group of data to design the updated classifier, 

called incremental classifier, then time complexity reduces drastically. 

The paper (Ziarko and Shan, 1993) [243] proposes a deterministic method for incremental 

modification of classification rules where the concept of decision matrix, based on rough 

set Theory, is used. Ulas, A et.al. (2009) [244] developed an incremental classifier 

construction strategy and discriminant ensembles of the classifiers for some classes only. 

Ozawa, S. et.al (2008) [245] proposes an incremental learning technique on chunk data for 

online pattern classification problem and Chen, Z. et.al (2007) [246] have proposed the 

incremental learning methodology for text data classification. A hybrid intelligent system 

(Seera and Lim, 2014) [247] is developed for medical data classification using Fuzzy Min–

Max neural network, Classification and Regression Tree and Random Forest for the 

incremental data. An incremental learning technique of hierarchical appearance model is 

proposed in (Wenzel and Forstner, 2008) [248] to detect objects occurring in the images in 

hierarchy where the concept of incremental detection and classifying the new images with 

existing instances are used. A research paper (Ozawa et al., 2005) [249] on online face 

recognition using incremental learning technique is used for adaptive learning of new 

features and classifiers. G. Bakırlı et.al. (2011) [250] have designed an incremental Genetic 

Algorithm (GA) approach to development of a dynamic classifier for the incremental 

datasets. 

The chapter discusses two different types of classification analysis in the static environment 

based on the reduced dataset obtained by feature selection methods, described in Chapter 3. 

The chapter also describes classification analysis in the dynamic environment for the 

incremental data. 

The remaining part of the chapter is organized as follows: the classification analysis in static 

environment is discussed in section 5.2. In section 5.3, construction of a novel incremental 

classifier using PSO technique is described and finally, the chapter is summarized in Section 

5.4. 
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5.2 Classification Analysis in Static Environment: 

This section describes two different types of classification analysis techniques for the static 

environment based on the reduced dataset obtained by the best single reduct generation 

method (GRG) and multiple reduct generation method (MRG), described in Chapter 3. The 

classification rule generation method (CGRG) using the most informative feature subset 

obtained by GRG method [44] is described in Section 5.2.1. In Section 5.2.2, design of an 

ensemble classifier system (ECS) using the informative feature subsets obtained by MRG 

method [48] and Genetic Algorithm is described. 

5.2.1 Classification Using the Most Informative Feature Subset (CGRG): 

The classifier is an essential tool for finding the hidden nature of the dataset for 

categorization of different objects in the dataset. In the work, a classification rule generation 

technique (CGRG) [58] is proposed using the most informative feature subset selected by 

GRG method [44], discussed in Section 3.3.2, to predict the actual class of the objects present 

in dataset. 

Classification technique [14, 15, 80] is a form of data analysis that can be used to extract models 

describing important data classes or to predict future data trends. For any learning system 

rule generation is a very important task for prediction of the output for a given input that it 

has not encountered before.  

Here, the classification rules are considered of the structure “𝑥 → y” indicating that “if x, 

then y”, where x is the description of condition attributes value and y is the description of 

decision attributes. As all attributes are not equally important, selecting only the significant 

attributes is the most important task in feature selection techniques. The reduced feature 

subset not only reduces the complexity of the overall system but also takes an important 

role to increase the accuracy of the system.  

In CGRG, the concept of decision matrix [59] based on Rough Set Theory is used for 

generation of important classification rule set from the reduced dataset. GRG [44], the rough 

set based single reduct generation method and the decision matrix [59] based rule generation 

technique is applied together to find a compact set of classification rules for all decision 

classes of the dataset.  

a. Classification Rule Generation using Decision Matrix Approach: 

In this section, the rule generation technique using single reduct of the dataset is discussed. 

The concept of decision matrix [59] is used here. The method of finding the minimal set of 

consistent rules (i.e., which can be expanded into the Disjunctive Normal Form) that 

actually characterizing the decision system is illustrated here. For a set of condition 

attributes C = {C1, C2, C3 . . ., Cn } and a decision attribute D, D ∉ 𝐶, the rules should have 

the form, 𝐶𝑖
𝑎  𝐶𝑗

𝑏 . . . 𝐶𝑘
𝑐 →Dd  

Or (𝐶𝑖 = a)^(𝐶𝑗 = b)…^(𝐶𝑘  =  𝑐) → (D = d) 
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Where {a, b, c…} are the values from the domains of their respective attributes and d is the 

decision class value. The method for extracting rules is to form a decision matrix 

corresponding to each individual value d of decision attribute D. Actually, the decision 

matrix for value d of decision attribute D lists all attribute-value pairs that differ between 

objects having D = d and D ≠ d. 

Example 5.1 

To illustrate the decision matrix method, the sample decision system i.e., Table 3.11 of 

chapter 3 is considered. At first, applying the method GRG [44] on the sample decision 

system, the most informative reduct {b, d } is generated.  

Now considering the obtained reduct, classification rules are generated for the sample 

dataset. For the reduct {b, d}, the sample decision system is reduced with two conditional 

attributes {b, d}, and the same decision attribute D with three distinct decision classes {1, 

2, 3}, set of eight objects say {O1, O2, O3, O4, O5, O6, O7, O8}. Thus, the sample decision 

system is reduced to Table 5.1.  

Table 5.1: Decision System for {b, d } 

Attributes/Objects b d D 

O1 1 0 1 

O2 1 2 1 

O3 1 0 1 

O4 4 0 2 

O5 4 0 2 

O6 4 1 3 

O7 4 1 3 

O8 5 1 3 

According to decision matrix approach [59] to generate all the classification rules for each 

decision classes, the decision matrix for all decision values is generated. 

At first the value of Decision class D = 1 is considered for generation of its decision matrix 

given in Table 5.2. In this case, the objects having D = 1 is {O1, O2, O3} while the objects 

which have D ≠ 1 is {O4, O5, O6, O7, O8}.  

The decision matrix for D = 1 lists all the differences between the objects having D = 1 and 

those having D ≠ 1; that is, the decision matrix lists all the differences between {O1, O2, O3} 

and {O4, O5, O6, O7, O8}.  

So, in the decision table for D = 1, the "positive" objects (D = 1) are in the rows, and the 

negative objects D ≠ 1 are in the columns. 
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Table 5.2: Decision matrix for D = 1 

Objects O4 O5 O6 O7 O8 

O1 b 1 b 1 b 1d 0 b 1d 0 b 1d 0 

O2 b 1d 2 b 1d 2 b 1d 2 b 1d 2 b 1d 2 

O3 b 1 b 1 b 1d 0 b 1d 0 b 1d 0 

Next, from the decision table for D = 1 given in Table 5.2, a set of boolean expressions are 

formed, one for each row of the table.  

The items within each cell are aggregated disjunctively, and the individual cells are then 

aggregated conjunctively.  

Thus, for the above table following three boolean expressions are generated: 

• (b 1) ^ (b 1) ^ ( b 1 ˅ d 0) ^ ( b 1 ˅ d 0) ^ ( b 1 ˅ d 0)  

• (b 1 ˅ d 2) ^ (b 1 ˅ d 2) ^ ( b 1 ˅ d 2) ^ ( b 1 ˅ d 2) ^ ( b 1 ˅ d 2)  

• (b 1) ^ (b 1) ^ ( b 1 ˅ d 0) ^ ( b 1 ˅ d 0) ^ ( b 1 ˅ d 0) 

Expression (i) and (iii) are identical so the distinct expressions are:  

• (b 1) ^ (b 1) ^ (b 1 ˅ d 0) ^ (b 1 ˅ d 0) ^ (b 1 ˅ d 0) and 

•  (b 1 ˅ d 2) ^ (b 1 ˅ d 2) ^ (b 1 ˅ d 2) ^ (b 1 ˅ d 2) ^ (b 1 ˅ d 2)  

As redundancy is associated with the expressions, it is simplified using traditional boolean 

algebra. So, the statements  

The first statement simplifies to b 1, which gives the implication 

(b = 1) → D = 1, 

Likewise, the second statement (b 1 ˅ d 2) ^ (b 1 ˅ d 2) ^ (b 1 ˅ d 2) ^ (b 1 ˅ d 2) ^ (b 1˅ 

d 2) simplifies to (b 1 ˅ d 2). This gives the implication 

(b = 1) ˅ (d = 2) → D = 1, 

So, the above implications are the following rule set for the decision class D = 1: 

• (b' = 1) → D = 1 

• b) (d = 2) → D = 1 

In this way all the decision matrices for the decision class D = 2 and D = 3 are formed and 

given in Table 5.3 and Table 5.4.  
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Table 5.3: Decision matrix for D = 2 

Objects O1 O2 O3 O6 O7 O8 

O4 b 4 b 4d 0 b 4 d 0 d 0 b 4d 0 

O5 b 4 b 4d 0 b 4 d 0 d 0 b 4d 0 

After simplification of the boolean expressions for decision matrix D = 2 given in Table 

5.3, following rule is generated: 

• (b = 4) ^ (d = 0) → D=2 

Table 5.4: Decision table for D = 3 

Objects O1 O2 O3 O4 O5 

O6 b 4d 1 b 4d 1 b 4d 1 d 1 d 1 

O7 b 4d 1 b 4d 1 b 4d 1 d 1 d 1 

O8 b 5d 1 b 5d 1 b 5d 1 b 5d 1 b 5d 1 

After simplification of the boolean expressions for the above decision table D = 3 given in 

Table 5.4, following rules are generated: 

• (d = 1) → D=3 

• (b = 5) ˅ (d = 1) → D=3 

Thus, the final classification rules for all the decision classes i.e. D = 1, 2, and 3 for the 

reduct {b, d } are: 

• (b = 1) → D=1 

• (d = 2) → D=1 

• (b = 4) ^ (d =0) → D=2 

• (d = 1) → D=3 

• (b = 5) → D=3 

In this way, most important and compact classification rules are generated from the dataset 

by integrating the GRG method [44] and the decision matrix approach [59] to classify the test 

objects. 

b. Experimental Results of CGRG Method: 

Experimental studies presented here provide evidence of effectiveness of CGRG method [58] 

on experimental datasets [27, 28], summarized in the section 2.2. In all the dataset, the 

important feature subset is selected using GRG method, described in Section 3.3.2. The 

classification rules are generated using proposed CGRG method from each important 

feature subset and the accuracies are measured and compared with state-of-the-art 

classification methods like NB, SVM, KNN, Bagging J48, and MLP, as listed in Table 5.5. 
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It is observed from Table 5.5 that the accuracy of the proposed CGRG is not better than all 

the methods, but comparable to other methods. 

Table 5.5: Comparison based on classification accuracy (%)  

Dataset Classification methods 

NB SVM KNN Bagging J48 MLP CGRG 

Wine 97.70 97.91 97.48 97.09 96.65 96.49 96.35 

Heart 85.27 85.42 84.81 84.52 84.89 83.43 84.70 

Glass 67.28 64.48 83.64 76.63 70.09 75.23 74.42 

Zoo 97.01 95.04 95.05 95.48 95.89 95.12 97.51 

Dermatology 98.23 98.57 98.45 98.51 98.41 98.93 97.50 

Mushroom 99.04 99.02 99.34 98.78 96.89 99.08 97.02 

Coil20 83.12 80.01 81.87 82.32 84.32 84.43 84.23 

Orl 60.01 59.03 60.07 61.02 61.02 60.21 60.97 

Allaml 83.43 83.67 84.32 84.21 83.70 84.76 83.52 

Leukemia 87.67 86.98 86.67 86.98 88.20 87.98 86.97 

As accuracy is not only the measurement of effectiveness of the classifiers, some statistical 

measurements are performed like, Recall (Sensitivity), Fall_out, Specificity and F1_score 

are calculated using Equation (2.25), Equation (2.26), Equation (2.27) and Equation (2.28) 

and the results for all the existing and the proposed CGRG classifiers are listed in Table 5.6.  

It is observed that, the CGRG method gives the satisfactory results for all of the 

experimental dataset in comparison with other algorithms.  

Table 5.6: Statistical measure of CGRG and other competitive algorithms 

Dataset Methods Recall Fall_out Specificity F1_Score 

 

 

Wine 

NB 0.98 0.03 0.97 0.97 

SVM 0.97 0.03 0.97 0.97 

KNN 0.97 0.02 0.97 0.96 

Bagging 0.97 0.03 0.96 0.97 

J48 0.97 0.03 0.96 0.97 

MLP 0.96 0.04 0.97 0.96 

CGRG 0.96 0.02 0.96 0.96 

 

Heart 

NB 0.85 0.15 0.86 0.85 

SVM 0.85 0.14 0.84 0.85 

KNN 0.85 0.16 0.85 0.84 



Classification Analysis 

137 

 

Dataset Methods Recall Fall_out Specificity F1_Score 

Bagging 0.85 0.14 0.84 0.85 

J48 0.82 0.17 0.82 0.83 

MLP 0.83 0.18 0.82 0.82 

CGRG 0.85 0.13 0.84 0.85 

 

 

Glass 

NB 0.67 0.31 0.67 0.66 

SVM 0.64 0.36 0.65 0.64 

KNN 0.83 0.16 0.82 0.82 

Bagging 0.77 0.23 0.76 0.77 

J48 0.70 0.27 0.69 0.70 

MLP 0.75 0.25 0.74 0.75 

CGRG 0.74 0.25 0.74 0.74 

 

 

Zoo 

NB 0.94 0.06 0.93 0.94 

SVM 0.94 0.06 0.94 0.93 

KNN 0.94 0.06 0.92 0.94 

Bagging 0.94 0.05 0.94 0.93 

J48 0.95 0.05 0.95 0.95 

MLP 0.95 0.04 0.95 0.94 

CGRG 0.98 0.04 0.98 0.98 

 

 

Dermatology 

NB 0.98 0.01 0.98 0.98 

SVM 0.99 0.01 0.98 0.98 

KNN 0.98 0.02 0.97 0.98 

Bagging 0.99 0.02 0.98 0.98 

J48 0.98 0.02 0.98 0.97 

MLP 0.99 0.01 0.97 0.98 

CGRG 0.98 0.02 0.98 0.99 

 

 

Mushroom 

NB 0.99 0.01 0.98 0.98 

SVM 0.99 0.01 0.98 0.99 

KNN 0.99 0.01 0.99 0.98 

Bagging 0.99 0.01 0.98 0.98 

J48 0.97 0.03 0.96 0.97 

MLP 0.99 0.01 0.96 0.97 

CGRG 0.97 0.01 0.97 0.97 

 NB 0.83 0.16 0.83 0.83 

SVM 0.80 0.20 0.79 0.80 
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Dataset Methods Recall Fall_out Specificity F1_Score 

 

Coil20 

KNN 0.82 0.17 0.81 0.81 

Bagging 0.82 0.18 0.82 0.82 

J48 0.84 0.16 0.83 0.84 

MLP 0.84 0.16 0.83 0.84 

CGRG 0.84 0.15 0.84 0.84 

 

Orl 

NB 0.60 0.40 0.59 0.59 

SVM 0.59 0.39 0.59 0.59 

KNN 0.60 0.39 0.59 0.60 

Bagging 0.61 0.38 0.60 0.59 

J48 0.61 0.38 0.60 0.61 

MLP 0.60 0.37 0.60 0.59 

CGRG 0.61 0.38 0.60 0.61 

 

 

Allaml 

NB 0.83 0.17 0.83 0.82 

SVM 0.84 0.16 0.83 0.83 

KNN 0.84 0.16 0.83 0.83 

Bagging 0.84 0.16 0.83 0.84 

J48 0.84 0.16 0.83 0.84 

MLP 0.85 0.16 0.84 0.84 

CGRG 0.84 0.14 0.84 0.84 

 

 

Leukemia 

NB 0.88 0.12 0.88 0.87 

SVM 0.87 0.13 0.87 0.86 

KNN 0.87 0.13 0.87 0.86 

Bagging 0.87 0.13 0.86 0.87 

J48 0.88 0.12 0.87 0.87 

MLP 0.88 0.12 0.87 0.88 

CGRG 0.87 0.11 0.88 0.88 

5.2.2 Ensemble Classifier Design using Multiple Feature Subsets (ECS): 

Major motivation behind combining multiple classifiers is to achieve more classification 

accuracy compared to a single one.  

The algorithm has been designed for construction of an optimal ensemble classifier system 

(ECS) using the multiple feature subsets generated by MRG algorithm [48] described in 

Section 3.3.2, and Genetic Algorithm (GA) [23].  
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In the method, suppose N number of feature subsets from a decision system is selected after 

applying MRG algorithm [48], so N number of base classifiers is constructed each from one 

of N number of feature subsets. It is noted that some base classifiers may perform well 

individually on the training dataset but others may show poor performances.  

In the proposed ECS method [60] the best combination of classifiers from N different base 

classifiers is determined using genetic algorithm.  

The method searches a particular combination of classifiers that produces the maximum 

classification accuracy. In the first phase of ECS, in the first phase, MRG algorithm is used 

to select the important feature subsets from the dataset.  

Thus, a dataset is considered as a combination of multiple sub-datasets, each corresponding 

to a feature subset called reduct. Now, from each reduct, rule-based classifier is constructed 

using the concept of association rule mining [61, 62].  

In this way, base classifier models, one for each reduct are generated. In the second phase, 

base classifiers are fused, and an optimal ensemble classifier system (ECS) is developed 

using GA and performance of the classifier is measured to express its effectiveness.  

Here, combination of the best performing classifiers performs better compared to a single 

one, as objects which are not classified by one classifier may be classified by another 

classifier.  

For a particular dataset, the ECS combines the classifiers with the objectives to maximize 

the classification accuracy of the ensemble classification system. The overall flow diagram 

of the ECS method is briefly given in Figure 5.1. 
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Figure 5.1: ECS workflow diagram 

a. Construction of Base Classifiers (RBCM): 

This section discusses the construction of rule base classification model RBCM which is 

the base classifier of the proposed ECS system. Here, the base classifiers are designed based 

on the set of important feature subsets called reducts selected using MRG algorithm [48]. The 

rules of the base classifiers are defined using two interesting measures namely support and 

confidence, the terms used for association rule mining. The whole process of development 

of the rule-based classifier model RBCM is divided into two phases such as (A) feature 

subsets selection or reducts generation and (B) Classification rule set Generation. 

• Reducts Generation:  

Feature subset selection or reducts generation using MRG algorithm is discussed in section 

3.3.2. 
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• Classification Rule Set Generation: 

The method develops rule-based classifiers based on the generated reducts. Initially, many 

possible rule items are generated based on the core and noncore attributes values for each 

reduct. The core attribute values are independently considered first and set as rule items and 

if a rule item is not an actual rule in the rule set (which is decided by two interesting 

measures namely, support and confidence of association rule mining concept), then 

combined it with a noncore attribute (in reduct) values and a new rule item is formed, which 

is checked to determine if it is a true rule in the rule set or not. The process is continued 

until all the attribute values in the reduct are exhausted. Thus, the method gives us a rule 

based classifier with a set of rules for a reduct. The same process is performed for all 

generated reducts, and a set of rule-based classifiers is designed for the decision system. To 

determine if a rule item is a true rule in the rule set, a weighted value is calculated for each 

rule item r using the support and confidence measures, concept of association rule mining 
[61, 62]. The formula of calculating rule weight is given in Equation (5.1). 

Weight of rule r (Wr) = w*Confidencer + (1-w) *Supportr     (5.1) 

where the value of w is set experimentally. 

An association rule r is of the form (C1 = p1 ^ C2 = p2) => (D = d), where C1,C2,, are the 

conditional attributes, p1, p2, …, are the values of C1,C2, …, respectively, and D = d is a 

class with label d. So, a rule is a mapping from C → D i.e. r: C → D.  

Then the support (Supportr) and confidence (Confidencer) of an association rule r can be 

calculated using the Equation 5.2 and Equation 5.3. 

Definition5.1: If C and D are two item sets corresponding to a database T and r: C → D, 

an association rule then 

  Support (C → D) = 
𝑡𝑢𝑝𝑙𝑒𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑏𝑜𝑡ℎ 𝐶 𝑎𝑛𝑑 𝐷

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑢𝑝𝑙𝑒𝑠 𝑖𝑛 𝑇
   (5.2) 

  Confidence (C → D) = 
𝑡𝑢𝑝𝑙𝑒𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑏𝑜𝑡ℎ 𝐶 𝑎𝑛𝑑 𝐷

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑢𝑝𝑙𝑒𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝐶
  (5.3) 

If the weighted value of a particular rule item is more than the experimental threshold value, 

then it is selected as a classification rule and stored in the rule set. Otherwise, the rule item 

is combined with the next noncore attributes values and the same process is repeated to 

decide if the new rule items are actually the rules of the final rule set or not. In this way, 

possible rules are obtained in the rule set. Now, to get the more compact rule set, rule 

pruning is also done to remove irrelevant rule components from the rules without affecting 

the rule quality.  

The process is quite simple as iteratively one component at a time is removed and rule 

quality is recomputed. If the quality of a rule is not decreased after removing any 

component, then the component is permanently removed from the rule. Thus, all 

unnecessary rule components of the rules are deleted and finally, a more compact rule set is 

generated. In this way for each reduct of the reduct set a base classifier is constructed. These 

base classifiers are used to design ensemble classifier ECS. 
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b. Ensemble of Classifiers: 

Here, Genetic algorithm (GA) is used [23] to construct an optimal ensemble classification 

System (ECS). In GA, population of candidate solutions contains chromosomes, and the 

size of the chromosome is set as the number of base classifiers (N) to be combined. The 

initial population is generated randomly as a collection of binary strings called 

chromosomes. Each chromosome in the initial population represents the combinations of 

some base classifiers randomly selected. 

• Genetic Algorithm Preliminaries: 

The method uses a steady state selection strategy with effective fitness function, uniform 

crossover operation, and mutation operation with a probability factor to maintain diversity 

in the population. 

i. Population Generation: 

Initially a random population is generated where each chromosome is encoded as a binary 

string of 0 and 1. The length of each chromosome is equal to the numbers of base classifiers 

used.  

There is a one-to-one correspondence between the bits in chromosome and the classifier in 

the classifier set. The chromosome in the population is the candidate solution, where ‘0’ 

means corresponding classifier does not take part in the ensemble process and ‘1’ means 

corresponding classifier takes part. As the initial population is generated randomly, 

classifiers for ensemble process are initially selected at random basis, which after 

convergence of the GA give an optimal ensemble of classifiers 

ii. Fitness Function: 

As fitness function determines quality of solution (i.e., chromosome) in the population, so 

a strong global best fitness function is imperative for obtaining good result.  

For the classifier, the classification accuracy is likely to be the best performance measure, 

so in the method Combined Classification Accuracy is used to define the fitness function.  

A chromosome is evaluated by its fitness value computed as that is the accuracy of the 

associated classifier defined in equation (5.4) on the training dataset on which the model is 

learned.  

Classification accuracy = 
𝑇𝑃+𝑇𝑁

𝑃+𝑁
     (5.4) 

Where TP is number of the positive object classified as positive, FP is the number of 

negative objects classified as positive, P is the total number of positive objects and N is the 

total number of negative object. 
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iii. Genetic Operations:  

As the convergence of genetic algorithm depends on the proper selection of parameters, so 

selection of parameter values is an important task here. Selection is the first genetic operator 

applied on the population. Here, ranks based roulette-wheel selection method [23] is used to 

select the chromosomes until it is continued until the mating pool is filled up. The population 

may lose the best chromosome by crossover and mutation. So, elitism operation includes 

5% of chromosomes with the optimum fitness values into the mating pool. Crossover 

operator is applied to the mating pool hoping that it would create a better chromosome. 

Crossover operator used is uniform crossover with probability 0.9. New chromosomes 

generated by crossover are taken into the next generation population only if their fitness is 

better than that of their parent chromosomes. Mutation is also used to maintain diversity in 

the population. Mutation operation involves flipping of a bit in a chromosome, changing 0 

to 1 and 1 to 0. It is done in a random bit of each chromosome with probability 0.001. All 

parameter values are determined experimentally, and the algorithm terminates when a 

predefined number of generations are exhausted. Here, the stopping criterion is set to 100 

iterations and the genetic search is repeated by 50 generations. The best chromosome of the 

final population provides the ensemble classifier system with base classifiers associated to 

bit ‘1’ in the chromosome. The ensemble classifier construction algorithm is defined below. 

Algorithm: ECS (DS) 

Input: N number of feature subsets and corresponding reduced decision subsystems 

obtained from DS  

Output: Ensemble classifier system for DS 

Step I: Construct N number of base classifiers from N feature subsets using RBCM 

method.  

Step II: Initialize the population P of size M = 100 

Step III: Set chromosome length as |N|, the number of base classifiers in DS. 

Step IV: Calculate fitness value for each chromosome ch in P using equation (5.4). 

Step V: Use Roulette Wheel Selection to select the best chromosomes into the mating   

pool based on their fitness values. 

Step VI: Apply uniform crossover and mutation operations on chromosomes in themating 

pool with crossover probability of 0.9 and mutation rate of 0.001. 

Step VII: Choose the chromosomes for the next generation with 50% replacement of the 

parent population. 

Step VIII: Repeat Step IV to step VII until the GA converges (i.e., 50 generations are 

performed). 
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Step IX: The best chromosome of the final population forms the ensemble classification 

system ECS of the entire system DS. 

c. Results of the ECS Method: 

Performance evaluation of the ECS algorithm [60] and comparative study with some state- 

of-the-art classification methods are discussed using real world experimental datasets 

describe in the section 2.2.  

Major motivation behind ensemble classifier is to achieve more classification accuracy in 

comparison with a single one.  

• Parameters Setup and Preprocessing  

The parameters used for GA in ECS method is shown in Table 5.7. These parameters are 

selected after several test evaluation of proposed method and dataset instance until reaches 

to the best configuration in terms of the quality of solutions and computational effort. 

Table 5.7: Parameters of GA environment 

Parameters Value 

Population size 100 

Number of generations 50 

Probability of crossover 0.9 

Probability of mutation 0.001 

• Classifiers Used: 

The ECS method uses base classifiers obtained from each reduct using RBCM method for 

designing ensemble classifier. In the experiments, ‘10-fold cross validation’ is used to 

evaluate classification performance where in each iteration 90% samples (9-fold) are used 

for training and 10% (1-fold) other samples are used for test purpose.  

• Comparative Study: 

The method ECS is compared with individual base classifier RBCM from which ECS is 

generated and with some popular ensemble classification methods, Bagging [191], Boosting 
[192], the classifiers proposed by Das et al. [241], and Zhang [242], where the last two are named 

here for reference as EOCDPG and EOCASD respectively.  

i. Comparison based on Classification Accuracy with the Single Classifier: 

 Here, classification accuracy of each individual base classifier and Ensemble Classifiers 

are calculated using test data for each experimental benchmark dataset.  
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For different dataset maximum accuracy value achieved by each individual base classifier 

is compared with the accuracy value achieved by proposed ensemble classifier, which is 

listed in Table 5.8. It is seen from Table 5.8 that the ensemble classification system provides 

more accuracy than individual base classifiers in all the cases. 

Table 5.8: Comparison of ensemble classifier with individual base classifier 

Data set No of 

classifier 

Classifier 

Used 

Maximum accuracy by 

individual base classifiers (%) 

ECS 

Wine 4 RBCM 96.00 96.52 

Zoo 10 RBCM 95.00 95.55 

Heart 8 RBCM 83.15 84.89 

Dermatology 10 RBCM 96.89 97.57 

Mushroom 10 RBCM 96.32 97.69 

Coil20 50 RBCM 83.67 84.35 

Orl 50 RBCM 60.01 61.78 

Allaml 50 RBCM 83.01 84.45 

Leukemia 50 RBCM 86.62 86.99 

ii. Comparison with Popular Ensemble Classifiers: 

The classification accuracies of the ECS method and other popular compared ensemble 

classifier methods are shown in Table 5.9. The best results are marked by bold font. 

Table 5.9: Comparison of ECS with other ensemble classifiers 

Data set Bagging Boosting EOCDPG EOCASD ECS 

Wine 97.09 95.05  94.74 94.74 96.52 

Zoo 95.48 95.03  94.56 95.01 95.55 

Heart 84.52 82.62  83.06 84.09 84.89 

Dermatology 98.51 96.06  94.39 98.59 97.57 

Mushroom 98.78 96.34  96.10 97.40 97.69 

Coil20 82.32 83.12 82.16 83.77 84.35 

Orl 61.02 60.04 59.12 59.87 61.78 

Allaml 84.21 83.65 83.98 83.43 84.45 

Leukemia 86.98 85.67 86.01 85.54 86.99 

The Table 5.9 shows that the ECS method gives the best results for six datasets whereas 

EOCASD method gives the best results for dermatology dataset and Bagging method gives 

the best result for wine and mushroom dataset. The best results are marked by bold font in 

Table 5.9. 
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iii. Comparison based on Statistical Measures: 

During classification accuracy computation, some statistical measurements [37, 38] like, 

Recall (Sensitivity), Fall_out, Specificity and F1_score are calculated using Equation (2.25) 

to Equation (2.28) respectively.  

The calculated statistical measurements are given in Table 5.10 for experimental datasets 

using various classifiers.  

It is observed that, the ECS method gives the satisfactory results for almost all of the 

experimental dataset while Bagging, Boosting, EOCDPG, and EOCASD provide 

comparatively poor result.  

Table 5.10: Performance comparison of ECS with other ensemble algorithms  

Dataset Ensemble 

Classification 

Methods 

Recall Fall_out Specificity F1_Score 

 

Wine 

Bagging 0.97 0.03 0.97 0.96 

Boosting 0.95 0.04 0.96 0.95 

EOCDPG 0.95 0.05 0.95 0.96 

EOCASD 0.95 0.04 0.96 0.95 

ECS 0.97 0.02 0.97 0.97 

 

Zoo 

Bagging 0.96 0.04 0.96 0.95 

Boosting 0.95 0.05 0.94 0.95 

EOCDPG 0.95 0.04 0.95 0.94 

EOCASD 0.95 0.04 0.94 0.95 

ECS 0.96 0.03 0.95 0.96 

 

Heart 

Bagging 0.85 0.15 0.85 0.86 

Boosting 0.83 0.16 0.84 0.83 

EOCDPG 0.83 0.17 0.83 0.83 

EOCASD 0.84 0.16 0.84 0.84 

ECS 0.85 0.15 0.85 0.86 

 

Dermatology 

Bagging 0.99 0.01 0.98 0.98 

Boosting 0.96 0.01 0.96 0.95 

EOCDPG 0.94 0.05 0.95 0.94 

EOCASD 0.99 0.01 0.99 0.98 

ECS 0.98 0.02 0.98 0.99 

 

Mushroom 

Bagging 0.99 0.01 0.98 0.98 

Boosting 0.96 0.04 0.96 0.95 

EOCDPG 0.96 0.04 0.96 0.97 
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Dataset Ensemble 

Classification 

Methods 

Recall Fall_out Specificity F1_Score 

EOCASD 0.97 0.03 0.96 0.97 

ECS 0.98 0.03 0.98 0.97 

 

Coil20 

Bagging 0.82 0.16 0.82 0.83 

Boosting 0.83 0.20 0.82 0.82 

EOCDPG 0.82 0.17 0.82 0.81 

EOCASD 0.84 0.16 0.83 0.84 

ECS 0.84 0.15 0.84 0.84 

 

Orl 

Bagging 0.61 0.39 0.60 0.61 

Boosting 0.60 0.39 0.59 0.60 

EOCDPG 0.59 0.39 0.59 0.60 

EOCASD 0.60 0.38 0.60 0.59 

ECS 0.62 0.35 0.60 0.61 

 

Allaml 

Bagging 0.84 0.17 0.83 0.83 

Boosting 0.84 0.16 0.83 0.83 

EOCDPG 0.84 0.16 0.83 0.83 

EOCASD 0.83 0.17 0.83 0.84 

ECS 0.84 0.16 0.84 0.84 

 

Leukemia 

Bagging 0.87 0.12 0.88 0.87 

Boosting 0.86 0.13 0.86 0.86 

EOCDPG 0.86 0.14 0.87 0.87 

EOCASD 0.86 0.13 0.87 0.86 

ECS 0.87 0.12 0.88 0.88 

iv. Comparison based on Statistical Performance: 

As the results show almost similar accuracy, so a statistical analysis is done to express the 

significance of the method. The Wilcoxon’s rank sum test [39], a nonparametric test is used 

for checking statistical significance of the method.  

It is used for two populations when samples are independent. If X and Y are independent 

samples with different sample sizes, the test returns the rank sum of the first sample, 

Wilcoxon rank sum test (shows in Table 5.11 for ECS) ranks the differences of 

performances of two classifiers and compares ranks for positive and negative differences. 

Table 5.11: Wilcoxon’s Rank Sum Test Results of ECS with other algorithms 
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Remark: P-value of the test is returned as a positive scalar from 0 to 1 where, p is the 

probability of observing a test statistic as or very extreme than the experimental value under 

the null hypothesis. Here, null hypothesis is stated as “X and Y both samples belong to same 

population and there is no statistical significance of the proposed algorithm over standard 

algorithm”. 

Result of the hypothesis test. 

• If = 1, this indicates rejection of the null hypothesis. 

• If h = 0, this indicates a failure to reject the null hypothesis. 

For each pair of tests, the null hypothesis is rejected (as per Table 5.11). Therefore, for each 

of those cases the test shows that the proposed method is statistically significant over the 

standard classification algorithms. 

5.3 Incremental Classifier Design using PSO Technique (IPSO): 

Classifier construction depicts extraction of interesting patterns from the large repository of 

data and predicts the future trends based on the existing patterns. The time complexity of 

the classification system increases gradually, and the system becomes inefficient while it is 

learned repeatedly for adding new group of data with the existing one in a certain interval 

of time. Without learning the same classifier for the whole data, if the knowledge of old 

data extracted by the classifier is used together with the new group of data to design the 

updated classifier, called incremental classifier, then time complexity reduces drastically. 

Here, the concepts of Particle Swarm Optimization (PSO) [24, 67-69] technique and 

Association Rule Mining [61, 62] are used to design an incremental rule-based classification 

system. The algorithm handles incremental data effectively for upgrading the existing 

classifier by modifying the existing rule sets whenever new set of data is added with the 

previous dataset. At first, PSO [67- 69] based training process is performed on the existing 

dataset to find out the initial optimal set of classification rules. When new data arrives, if 

static PSO based training process is re-run on the whole dataset (consisting of both existing 

and new data) for developing the modified classifier, then not only the efficiency of the 

system degrades with increased data volume but also the previous classifier already trained 

by the existing dataset is totally unusable which increases the overhead time of the overall 

system. As the volume of the dataset increases with time, learning of whole data in dynamic 

environment rapidly increases the training time and makes the classification system 

inefficient. So, it is desirable to upgrade the classifier with the help of new group of data 

and existing knowledge extracted from the previous dataset.  

Here, a Particle Swarm Optimization based incremental classification method (IPSO) [63] is 

proposed (IPSO), which analyzes the new dataset and updates the previous classification 

SV ECS SVM  NB KNN J4.8 Bagging Boosting ECDPG ECASD 
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rule set dynamically with a reduced training time. A suitable fitness function is also 

designed for the proposed IPSO method [63]. The details of the heuristics and their 

importance are provided in subsequent section. Figure 5.3 provides the schematic diagram 

of the proposed incremental classifier design technique (IPSO) for incremental datasets. 

 

Figure 5.2: IPSO model 

Figure.5.2 shows the sequence of steps in which the incremental classifier is designed and 

evaluated in the time interval (t, t+∆t). The dataset available at time t is considered as 

existing dataset and the classification model is trained on this dataset using the concept of 

PSO which provides initial rule set for dataset at instant of time t. Now after ∆t time, new 

data, called incremental data are stored as new dataset in time interval (t, t+∆t). In the 

proposed IPSO technique, initial rules and new dataset are feed in training process and the 

modified classification model, called new model, is generated for whole dataset available 

at instant of time t+∆t. This incremental classification model is evaluated by test dataset for 

performance measurement. At next instant of time, the new model at (t+∆t) time is 

considered as old model and new group of data is taken into account for constructing further 

modified classifier. This process is continued after every interval of time when a group of 

data enters into the system. Thus, a rule based dynamic classifier is designed for incremental 

dataset in efficient way.  

5.3.1 Dynamic Classifier for Incremental Data: 

Incremental learning technique is a continuous learning process appropriate for software 

agent learning task where agents should adapt themselves incrementally and continuously 

with the dynamic environment.  
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Here an incremental classifier is designed with the objective that the number of 

classification rules will be minimal. As PSO is one of the most effective evolutionary 

algorithms, frequently used for solving optimization problem efficiently, so incremental 

PSO (IPSO) [63] is the suitable choice for designing incremental classifier in ad hoc basis. 

In the proposed incremental classifier design, optimized classification rules are generated 

for the incremental data dynamically using the concept of Association rule mining and PSO 

algorithm.  

The algorithm handles incremental data effectively for an optimized rule set generation by 

modifying the existing knowledge base whenever new data are available. In IPSO model 

shown in Figure. 5.3, firstly, PSO based training process is performed on the existing dataset 

to find out the initial optimal classification rules. When a new group of data arrives, an 

incremental PSO (IPSO) is run using existing classifier and new group of data to develop a 

dynamic classifier and classification performance is evaluated on test data. So, the proposed 

IPSO algorithm analyzes the new dataset in every interval of time and updates the previous 

knowledge base dynamically with a reduced training time.  

The steps of the proposed IPSO algorithm are described below: 

a. Dataset Preparation: 

To demonstrate the IPSO method [63] using benchmark static datasets [27, 28] are treated as 

incremental datasets. For this reason, any dataset named here as a decision system DS is 

divided randomly into three subsystems as DS1, DS2, and DS3. DS1 is considered as old 

dataset, DS2 as new dataset or incremental dataset and DS3 as test dataset used to evaluate 

the performance of the proposed IPSO algorithm. The algorithm deals with only discrete 

valued dataset and so the continuous dataset is discretized [219] before use of the algorithm. 

b Initial Classifier Generation:  

Initially, optimal set of classification rules is generated from the old dataset DS1 using the 

PSO algorithm [67-69]. The details of rule set generation are discussed in IPSO algorithm in 

next section. The only difference of IPSO with static PSO is that, in static PSO (or simply, 

PSO), the fitness value is computed using the confidence of rules but in IPSO, confidence 

of rules together with the similarity between new rule and existing rules are taken into 

account. Every rule has two parts, antecedent and consequence where antecedent comprises 

of some conditional attributes together with their values and consequence has decision 

attribute together with the corresponding decision value or class label. In a rule like (C1 = 

p1 ^ C2 = p2) => (D = d), each conditional attribute together with the corresponding value 

is termed as rule component, where C1, C2,…, are the conditional attributes, p1, p2, …, are 

the values of C1,C2, …, respectively, and D = d is a class with label d. So, a rule is formed 

by some rule components.  

c. Dynamic Classifier Generation:  

When new dataset DS2 arrives, the existing classifier must be upgraded to make it more 

powerful as more information is now available.  
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Thus, the upgraded classifier must be familiar about the whole dataset DS1  DS2. To make 

the model efficient and scalable, instead of using whole dataset DS1  DS2, only the 

previously extracted knowledge from the old dataset i.e., optimal rule set of the initial 

classifier trained in DS1 is used instead of reusing DS1 redundantly. Thus, the new dataset 

DS2 and the previous rule set obtained by section 5.3.1.2 are used to generate the modified 

classifier called dynamic classifier for the whole dataset DS1  DS2. Here, a discrete PSO 
[67] algorithm is used for this purpose. Let DS2 = {U2, A, D}, where U2 is the set of objects, 

A = {C1, C2, …, Cn} is the set of condition attributes and D = {d1, d2, …, dm} be the decision 

attribute with m class labels.  

The PSO algorithm runs separately for each class of objects and provides a set of rules for 

that class. The objective function for a particle in PSO algorithm is defined using the rules 

generated by DS1 and confidence value (a statistical measure) of the particle in DS2. Thus, 

rules for that class are obtained from the final population, which is the new rule set for 

system DS1  DS2. Similarly, PSO is run for all classes and all updated rules are obtained 

for the current system dynamically. All the steps of the IPSO algorithm are described below 

for the data subset of a particular class say, (D = d1); same steps are used for the data subsets 

of other classes. 

• Generation of Initial Population: 

First of all, the set S2 of objects with class value (D = d1) are selected from DS2 using 

relational algebra operation projection 𝜋 [251], as given in equation (5.5). 

𝑆2 = 𝜋𝐶 (𝜎𝐷= 𝑑1(𝐷𝑆2))                                                                                                        (5.5) 

In S2, let attribute Ci has ci-distinct values (i = 1, 2, …, n) which are represented by (𝐶𝑖 =
 𝑐𝑖1
1 ), (𝐶𝑖 = 𝑐𝑖1

2 ), …, (𝐶𝑖 = 𝑐𝑖1
𝑐𝑖). Now for simplicity let, these values are represented by the 

set 𝐶𝑖 = {(𝐶𝑖 = 𝑐𝑖1
1 ), (𝐶𝑖 = 𝑐𝑖1

2 ), … , (𝐶𝑖 = 𝑐𝑖1
𝑐𝑖)}. Next, all (𝑐1 + 𝑐2 +⋯+ 𝑐𝑛) distinct 

attribute values in 𝑆2 are indexed by natural number using equation (5.6). 

𝑖𝑛𝑑𝑒𝑥(𝐶𝑖 = 𝑐𝑖1
𝑗
)  = 𝑗                                                    𝑖𝑓 1 ≤ 𝑗 ≤ 𝑐1 i =  1 

                  = 𝑐1 + 𝑗                                            𝑖𝑓 1 ≤ 𝑗 ≤ 𝑐2 i =  2 

                  = 𝑐1 + 𝑐2 + 𝑗                                   𝑖𝑓 1 ≤ 𝑗 ≤ 𝑐3 i =  3 

         ….  ….  …. 

                             = 𝑐1 + 𝑐2 +⋯+ 𝑐𝑛−1 + 𝑗            𝑖𝑓 1 ≤ 𝑗 ≤ 𝑐𝑛 𝑖 =  𝑛 (5.6) 

The population size is considered as 20% of the size of S2, the set of objects for which the 

rules are to be generated. So, population size N = 0.2×|S2|. Thus, the initial N candidate 

solutions are randomly taken from the solution space SP as follows: 
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As the solution space contains all possible candidate solutions representing rules so it 

contains the elements which are of the form of 1-tuple, 2-tuples, 3-tuples, …, n-tuples. Let, 

B1, B2, …, Bn are the set of all 1-tuple, 2-tuples, …, n-tuples respectively, were, 

𝐵1 = ⋃𝐶𝑖

𝑛

𝑖=1

 

𝐵2 = ⋃ 𝐶𝑖 × 𝐶𝑗

𝑛

𝑖,𝑗=1;𝑖<𝑗

 

𝐵3 = ⋃ 𝐶𝑖 × 𝐶𝑗 ×

𝑛

𝑖,𝑗,𝑘=1;𝑖<𝑗<𝑘

𝐶𝑘 

….. ….. ….. ….. ….. ….. ….. ….. 

𝐵𝑛 = 𝐶1 × 𝐶2 × ……𝐶𝑛 

Thus, the solution space is 𝑆𝑃 =  𝐵1 ∪ 𝐵2 ∪…∪ 𝐵𝑛 

To apply the discrete PSO, the candidate solutions or particles are encoded by the index 

values of their components. For example, a particle {(𝐶1 = 𝑐11
3 ), (𝐶2 = 𝑐21

5 ), (𝐶3 =
 𝑐31
3 )} in the population is encoded as {3, 𝑐1 + 5, 𝑐1 + 𝑐2 + 3}.  

• Velocities: 

Discrete PSO algorithm [67] applies the concept of proportional likelihoods. Principally, 

the idea of proportional likelihood used in the discrete PSO algorithm is more or less similar 

with the idea of velocity used in the standard PSO algorithm. Each particle i is associated 

with a 2 × n array of proportional likelihoods, where 2 and n represent number of rows and 

columns respectively. In this standard proportional likelihood array, each element in the 

first row of velocity vector V(i) represents the proportional likelihood, based on which a 

rule component be selected. The second row of V(i) has the indices of the rule components, 

which is associated with the respective proportional likelihoods of the first row of the vector 

V(i). There is a one-to-one correspondence between the columns of this array. Initially, for 

all particles in the population, all elements in the first row of V(i) are set to 1, e.g., V(i) = 

{{1, 1, 1, 1, 1,1,1}, {1, 2, 3, 4, 5, 6, 7}}. 

After the initial population of particles is generated, V(i) is always updated based on R(i), 

B(i) (particle's previous best position) and G (global best position). 

In addition to R(i), B(i) and G, three constant updating factors, namely, a, b and c are used 

to update the proportional likelihoods v(i, d), dth component of the ith particle. These factors 

determine the strength of the contribution of Ri, Bi and G for the adjustment of every 

coordinate v(i, d) ∊ V(i).  
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Parameter values of a, b and c are chosen experimentally for each dataset.  

• Calculation of Fitness Value: 

The main objective of the work is to generate an efficient dynamic rule-based classifier for 

the incremental dataset.  

So, while new data arrives into the system, only the previous rules of the classifier for old 

dataset together with the new data are used to generate the modified rule-based classifier 

for the entire dataset without redundantly using the whole dataset.  

Actually, the choice of fitness function depends upon the real problem that has to be solved. 

Every Rule is represented in the form ‘‘IF condition THEN class”. Fitness value of each 

rule depends upon the classification accuracy (considered as confidence value) on new 

dataset and the similarity of the rule with the existing rule set obtained from old dataset. 

i. Confidence Measure: 

To calculate the confidence value [ 61, 62] of a rule, let us consider DS1 = {U1, A, D} and DS2 

= {U2, A, D} as old and new datasets respectively, where |A| is the total number of 

conditional attributes and D is the decision attribute with different class value. And U2 can 

be represented as U2 = {O1, O2, …., O|𝑈2|}. 

So confidence value of a rule j is Conf (𝑅𝑛𝑒𝑤
𝑗

) for a decision class D = dj is calculated using 

equation (5.3). 

Where, 𝑅𝑛𝑒𝑤
𝑗

 → dj for all j = 1, 2…, m , all j may not distinct. 

ii. Similarity Measure: 

To calculate the similarity value of a rule with the existing rule set for a particular class, we 

have considered a set of rules Rold = {𝑅𝑜𝑙𝑑
1 , 𝑅𝑜𝑙𝑑

2 ,…. , 𝑅𝑜𝑙𝑑
𝑛 } of existing classifier trained on 

old data (DS1), where, 𝑅𝑜𝑙𝑑
1 , 𝑅𝑜𝑙𝑑

2 ,…., 𝑅𝑜𝑙𝑑
𝑛  are the individual n rules in the old rule set Rold. 

Each old rule 𝑅𝑜𝑙𝑑
𝑖  = {𝑟𝑖1

𝑜𝑙𝑑, 𝑟𝑖2
𝑜𝑙𝑑,……, 𝑟𝑖𝑘

𝑜𝑙𝑑), where each 𝑟𝑖𝑗
𝑜𝑙𝑑  is the rule components in ith 

rule, for j = 1, 2, …, k. Let, the possible rule set for a particular class achieved from new 

dataset DS2 as Rnew = {𝑅𝑛𝑒𝑤
1 , 𝑅𝑛𝑒𝑤

2 ,…. , 𝑅𝑛𝑒𝑤
𝑚 }, where, 𝑅𝑛𝑒𝑤

1 , 𝑅𝑛𝑒𝑤
2 ,…. , 𝑅𝑛𝑒𝑤

𝑚  are the m rules 

present in the new rule set Rnew. Each rule 𝑅𝑛𝑒𝑤
𝑗

 is represented as 𝑅𝑛𝑒𝑤
𝑗

 = 

{𝑟𝑗1
𝑛𝑒𝑤,𝑟𝑗2

𝑛𝑒𝑤,……, 𝑟𝑗𝑙
𝑛𝑒𝑤}, where, 𝑟𝑗1

𝑛𝑒𝑤, 𝑟𝑗2
𝑛𝑒𝑤,…, 𝑟𝑗𝑙

𝑛𝑒𝑤are the rule components present in jth 

rule. 

The similarity value of new rule j with the old rule set Rold is calculated using equation (5.7). 

𝑆𝑗
𝑜𝑙𝑑  = 

1

|𝑅𝑛𝑒𝑤
𝑗

|
max (𝑅𝑜𝑙𝑑

𝑡 ∩𝑅𝑛𝑒𝑤
𝑗

) where, 1≤ t ≤ n, for all j = 1, 2, …, m.                        (5.7) 
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iii. Fitness Value: 

The fitness function is defined in equation (5.8) taking the weighted sum of the confidence 

value given in equation (5.3) and the similarity measure value computed in equation (5.7). 

Fitness = w×Conf (𝑅𝑛𝑒𝑤
𝑗

) + (1-w)𝑆𝑗
𝑜𝑙𝑑                                                                                   (5.8) 

Where weight factor w is set experimentally for each dataset. 

• Generating New Particles: 

According to the fitness value, new particle will be generated from ith particle by updating 

its previous best position B(i), global best position G and velocity vector V(i). The 

proportional likelihood array V(i) is used to generate a new configuration of particle R(i), 

that is, the particle associated to it. First, for a particle with velocity vector V(i), all indices 

present in R(i) have their corresponding proportional likelihood increased by ‘a’. Similarly, 

all indices present in B(i) and G have their corresponding proportional likelihood increased 

by ‘b’ and ‘c’ respectively. Now the velocity vector V(i) for each particle i is normalized 

[29] and sorted in non-increasing order of values in its first row. That is, the elements in 

the first row of the array are ranked in a decreasing order of value and the indices of the 

rule components in the second row of V(i) follow their respective proportional likelihoods. 

Now if the ith particle has p number of components, then first p indices would be selected 

from V(i) which gives the new position of ith particle. In this way new particles are formed 

in the search space generation wise for searching the optimal solutions of the problem.  

5.3.2 Proposed IPSO Algorithm: 

The IPSO algorithm is summarized below: 

Algorithm: IPSO (DS1, DS2, R) 

Inputs: Classification rule set R1 of existing decision subsystem DS1 = (U1, A, D), newly 

arrived decision subsystem DS2 = (U2, A, D), and swarm_size 

Outputs: Final Classification Rule set R of dataset DS1  DS2 

Begin 

Set Number_of_runs = 50 

for each Number_of_runs do 

for each class d in D of new dataset DS2 do 

Generate initial swarm of size swarm_size using equation (5.5) & (5.6). 

Initialize velocity array of each particle. 



Classification Analysis 

155 

 

Repeat  

for each particle in the swarm do  

Calculate fitness value using equation (5.8). 

pbest = current best position of the particle. 

gbest = global best position of all particles. 

Update velocity of the particle using pbest and gbest. 

Replace old particle by new particle. 

end-for 

Until termination criteria is met. 

Insert gbest into R. 

end-for 

end-for 

Return (R) 

End 

5.3.3 Results of the IPSO Method: 

To measure the performance of the proposed incremental classifier on benchmark 

experimental data, following experiments are carried out and results are given accordingly. 

The specification of the computer in these experiments are, Computer Model:  

ACER emachines D725; CPU: Pentium(R) Dual-Core CPU T4400 @ 2.20GHz × 2; 

Memory: 1GB; OS: Ubuntu 12.04 LTS - 32 bit. Java is used as a programming Language 

for implementation of the work. Dataset is randomly (with uniform class distribution) 

divided into 3 parts where each part consists of 60%, 20% and 20% of whole dataset 

respectively.  

The former 60 percent objects of each data set is used as old data, and the second part of 20 

percent objects are considered as new data available after certain amount of time. And the 

rest 20% data is considered as test data to measure the performance of IPSO [63]. Firstly, 

static PSO is used to generate rule set for the original decision table or old data. Secondly, 

based on previous results, the proposed IPSO algorithm [63] is used to generate the rule set 

using new data and decision table for old data.  
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Finally, these rule sets have been applied on the test data and classification accuracy is 

measured and compared with the results generated by other standard state of the art 

classifiers. 

a. Parameter Setup and Preprocessing: 

The parameters used in IPSO are shown in Table 5.12.  

These parameters are selected after several test evaluation of the proposed algorithm until 

reaches to the best configuration in terms of the quality of solutions. 

Table 5.12: PSO parameter setting 

Input parameters 

 

Applied methods Termination 

criteria 

No. of 

independent 

run 

•  a = 0.12 

(weight for 

individual 

particle) 

•  b = 0.14 

(weight for 

individual best 

particle) 

•  c = 0.16 (weight 

for global best 

particle) 

• Population 

Size: 100 

•  Selection 

type: best 

•  Replace if 

better gbest: 

true 

•  Replace if 

better pbest: 

true 

•  Velocity 

updation: 

true 

 

Search stops in one 

run when the average 

fitness of a swarm 

does not change for 2 

consecutive 

generations. 

50 

b. Performance Evaluation of the Classifier: 

To evaluate the performance of the proposed IPSO method, it has been experimented on 

experimental benchmark datasets described in section 2.2.  

Datasets are divided into old training set, new training set and test sets as mentioned in 

section 5.3.3.1 and different classifiers are trained and evaluated.  

Table 5.13 shows the classification accuracies achieved by proposed IPSO method [63] and 

some popular state-of-the-art classifiers such as NB [7], SVM [6], KNN [37], Bagging [191], J48 
[5], MLP [3], and one GA based incremental classifier[250] named as (IGA), where the best 

results are marked by bold font. 
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Table 5.13: Classifiers performances on experimental datasets 

Dataset Classification methods   

NB SVM KNN Bagging J48 MLP Static 

PSO 

IGA 

[250] 

IPSO 

Wine 99.75 99.28 97.45 96.66 96.66 98.90 94.76 96.75 99.88 

Heart 85.23 87.20 84.80 86.43 84.32 84.26 85.26 86.95 87.23 

Glass 67.98 75.23 74.98 75.76 74.34 74.98 74.09 74.54 75.98 

Zoo 95.59 95.54 94.46 94.46 93.48 95.26 94.45 94.67 95.87 

Dermatology 95.05 95.90 95.87 94.23 95.55 94.00 94.01 93.67 94.95 

Mushroom 96.34 98.97 98.30 99.98 99.98 97.87 96.97 98.76 99.05 

Coil20 83.13 80.00 81.77 82.44 84.29 84.33 84.31 83.01 84.95 

Orl 60.01 59.13 60.17 61.23 61.34 60.91 61.90 60.23 62.02 

Allaml 83.43 83.67 84.32 84.21 83.70 83.96 83.50 83.34 84.90 

Leukemia 87.77 87.98 86.97 86.90 88.90 88.09 87.08 87.98 88.55 

All the standard existing classifiers are run in static environment where whole dataset is 

considered at once and 10-fold cross validation technique is used for measuring the 

accuracies.  

Only, the IGA [250] and the proposed IPSO classifier [63] are run in dynamic environment. 

Still, the accuracy of IPSO on wine dataset is nearly about 100%, which is achieved only 

by NB classifier.  

Almost for all the datasets, except Dermatology, the proposed method gives the best result.  

To judge the classifier, other than classification accuracy, some statistical measurements [37, 

38], given in Equation (2.25) to (2.28) are also performed and the results for the classifiers 

are listed in Table 5.14.  

These parameter values are calculated for all the standard and proposed classifiers for all 

experimental benchmark datasets. 

Table 5.14: Statistical measures of IPSO and standard classification methods 

Dataset Classifier Recall Fall_out Specificity 

 

F1_Score 

 

 

Wine 

NB 0.99 0.01 0.98 0.98 

SVM 0.99 0.01 0.98 0.99 

KNN 0.97 0.03 0.96 0.97 

Bagging 0.97 0.03 0.97 0.96 
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Dataset Classifier Recall Fall_out Specificity 

 

F1_Score 

J48 0.97 0.03 0.96 0.97 

MLP 0.99 0.01 0.99 0.99 

Static PSO 0.95 0.04 0.95 0.95 

IGA 0.97 0.03 0.97 0.97 

IPSO 0.99 0.01 0.99 0.99 

 

 

Heart 

NB 0.85 0.15 0.85 0.84 

SVM 0.87 0.14 0.86 0.87 

KNN 0.85 0.15 0.85 0.84 

Bagging 0.86 0.14 0.85 0.86 

J48 0.84 0.13 0.84 0.83 

MLP 0.84 0.14 0.84 0.84 

Static PSO 0.85 0.14 0.84 0.85 

IGA 0.87 0.13 0.87 0.86 

IPSO 0.87 0.13 0.86 0.87 

 

 

Glass 

NB 0.68 0.32 0.67 0.68 

SVM 0.75 0.25 0.75 0.74 

KNN 0.75 0.25 0.76 0.75 

Bagging 0.76 0.24 0.75 0.76 

J48 0.74 0.25 0.73 0.73 

MLP 0.75 0.25 0.75 0.75 

Static PSO 0.74 0.26 0.74 0.73 

IGA 0.77 0.23 0.76 0.77 

IPSO 0.76 0.23 0.76 0.76 

 

 

Zoo 

NB 0.96 0.04 0.95 0.96 

SVM 0.96 0.04 0.96 0.95 

KNN 0.94 0.06 0.93 0.94 

Bagging 0.94 0.06 0.93 0.93 

J48 0.93 0.07 0.93 0.92 

MLP 0.95 0.95 0.94 0.95 

Static PSO 0.94 0.96 0.94 0.93 

IGA 0.95 0.95 0.94 0.95 

IPSO 0.96 0.95 0.96 0.96 

NB 0.95 0.05 0.95 0.95 
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Dataset Classifier Recall Fall_out Specificity 

 

F1_Score 

 

 

Dermatology 

SVM 0.96 0.04 0.96 0.96 

KNN 0.96 0.04 0.95 0.96 

Bagging 0.94 0.05 0.93 0.94 

J48 0.96 0.04 0.96 0.95 

MLP 0.94 0.06 0.93 0.94 

Static PSO 0.94 0.06 0.93 0.94 

IGA 0.96 0.04 0.96 0.96 

IPSO 0.95 0.05 0.95 0.95 

 

 

Mushroom 

NB 0.96 0.04 0.96 0.96 

SVM 0.99 0.01 0.99 0.99 

KNN 0.98 0.02 0.97 0.98 

Bagging 0.99 0.01 0.98 0.99 

J48 0.99 0.01 0.98 0.98 

MLP 0.98 0.02 0.98 0.98 

Static PSO 0.97 0.03 0.96 0.97 

IGA 0.98 0.02 0.98 0.97 

IPSO 0.99 0.01 0.99 0.99 

 

 

Coil20 

NB 0.83 0.16 0.82 0.83 

SVM 0.80 0.20 0.80 0.80 

KNN 0.82 0.18 0.81 0.82 

Bagging 0.82 0.18 0.82 0.81 

J48 0.84 0.16 0.83 0.84 

MLP 0.84 0.16 0.84 0.84 

Static PSO 0.84 0.15 0.84 0.83 

IGA 0.83 0.17 0.82 0.83 

IPSO 0.85 0.15 0.85 0.85 

 

 

Orl 

NB 0.60 0.37 0.60 0.60 

SVM 0.59 0.40 0.58 0.59 

KNN 0.60 0.40 0.60 0.59 

Bagging 0.61 0.38 0.60 0.61 

J48 0.61 0.39 0.60 0.60 

MLP 0.61 0.38 0.60 0.61 

Static PSO 0.62 0.38 0.62 0.61 
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Dataset Classifier Recall Fall_out Specificity 

 

F1_Score 

IGA 0.60 0.39 0.60 0.60 

IPSO 0.62 0.37 0.62 0.61 

 

 

Allaml 

NB 0.83 0.17 0.83 0.84 

SVM 0.84 0.16 0.84 0.83 

KNN 0.84 0.16 0.85 0.84 

Bagging 0.84 0.16 0.83 0.83 

J48 0.84 0.16 0.84 0.83 

MLP 0.84 0.16 0.83 0.84 

Static PSO 0.84 0.16 0.84 0.84 

IGA 0.83 0.17 0.83 0.82 

IPSO 0.85 0.15 0.85 0.85 

 

 

Leukemia 

NB 0.88 0.12 0.88 0.87 

SVM 0.88 0.12 0.89 0.88 

KNN 0.87 0.13 0.88 0.87 

Bagging 0.87 0.13 0.87 0.87 

J48 0.89 0.11 0.88 0.89 

MLP 0.88 0.12 0.87 0.88 

Static PSO 0.87 0.13 0.86 0.86 

IGA 0.88 0.12 0.87 0.87 

IPSO 0.89 0.11 0.89 0.89 

From Table 5.14, it is seen that proposed IPSO method works better than static PSO and 

most of the standard existing classifiers.  

c. Comparison based on Statistical Performance: To test the statistical significance of 

the IPSO method, a statistical analysis using Wilcoxon’s rank sum test [39], is done similar 

to ECS method describing section 5.2.2 and the test results are given in Table 5.15.  

Table 5.15: Wilcoxon’s Rank Sum Test Results of IPSO with other algorithms 

SV IPSO SVM  NB KNN J4.8 Bagging MLP StaticPSO IGA 

p-

values 

NA 1.7877e-

04 

1.3587e-

04 

1.8697e-

04 

1.4756e-

04 

1.7387e-

04 

1.7688e-

04 

1.7318e-

04 

1.7718e-

04 

h-

values 

NA 1 1 1 1 1 1 1 1 

Remark: P-value of the test is returned as a positive scalar from 0 to 1 where, p is the 

probability of observing a test statistic as or very extreme than the experimental value under 
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the null hypothesis. Here, null hypothesis is stated as “X and Y both samples belong to same 

population and there is no statistical significance of the proposed algorithm over standard 

algorithm”. 

Result of the hypothesis test. 

• If h = 1, this indicates rejection of the null hypothesis. 

• If h = 0, this indicates a failure to reject the null hypothesis. 

For each pair of tests, the null hypothesis is rejected (as per Table 5.15). Therefore, for each 

of these cases the test shows that the proposed method is statistically significant over the 

standard classification algorithms. 

5.4 Summary: 

In recent era of big data, lots of data are being generated in every moment and at the same 

time data are not very structured. This has inspired the researchers for developing many 

classification algorithms to analyze the static and dynamic or time variant data. Classifier 

construction for static and incremental data is one of the major issues in this chapter. In the 

chapter, the classification rules are generated using decision matrix approach (CGRG) from 

an important informative feature subset to classify objects with high classification accuracy. 

But the single classifier system is not always the universal learner for different data mining 

job, in that case ensemble classifier system improves the performance over single classifier. 

So, in the chapter an ensemble classifier (ECS) is also designed based on the classifiers 

generated from the important feature subset obtained using single objective genetic 

algorithm. The objective of developing ECS is to maximize the classification accuracy, as 

it is the main target of a classifier. Then, to handle incremental data a novel incremental 

classifier (IPSO) has been designed using PSO algorithm to achieve higher classification 

accuracy. IPSO method uses new dataset and the knowledge from the existing data to 

develop the classifier with higher classification accuracy with a reduced training time. The 

statistical analysis is done for all the proposed and existing state of the art single classifier, 

ensemble classifier and incremental classifier systems to express the effectiveness of the 

proposed methods. Test results confirm that all the proposed classification methods are 

statistically significant 

.  
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Chapter 6 

Chapter 6: Application of Data Mining Techniques 

for the Designing of a Predictive Model in the Field 

of Agriculture 

6.1 Introduction: 

Due to the variety of crops and their associated diseases, application of modern technologies 

in the field of agriculture is still in research stage, which needs detail investigation for 

designing and developing an automated prediction model to classify the disease for crops. 

Therefore, with the help of modern tools and technologies and computing frameworks, 

researchers are trying to develop an efficient and cost-effective automated system to identify 

the crop diseases.  

The system actually guides the farmers by detecting diseases efficiently, so that appropriate 

pesticides with accurate dosage can be given timely to increase their profit and at the same 

time it saves the environment. Due to the change of characteristics of the diseases in change 

of climate, biological and geographical factors, new disease data are always added with the 

existing data in an incremental manner. This has inspired to develop intelligent 

classification system for crop disease prediction in dynamic environment. This chapter 

demonstrates the application of the developed data mining techniques discussed in the book 

for developing an efficient, intelligent, and integrated classification system for prediction 

of different rice diseases both in static and dynamic environment. 

Rice is an important crop worldwide and near about fifty percent of world population 

depends on rice as their main food. For more production of rice, losses may be reduced by 

using different pesticides but at the same time the cost of production increases and in 

addition food quality degrades. It also creates bad effect on the environment [252] as well. So 

instead of using those pesticides and to protect the crop, researchers are trying to develop 

some sustainable farming practice so that diseases and pest management can be controlled 

effectively by detecting the crop diseases in a timely manner. Detection of crop diseases in 

time at the fields is critical for precision on-farm disease management [253]. Faster 

development of the modern digital devices and various computational tools and techniques 

attract researchers for automatic detection of rice diseases [254]. Actually, in earlier days, 

farmers were identifying the diseases by observing the abnormalities occur in the infected 

plants in the field. Based on their experience they detect the diseases. General abnormalities 

like morphological changes, abnormal growth of the plant, and presence of lesions and 

formation of spots in the plant are seen due to various diseases. Major drawbacks were in 

the farmer’s traditional methods like dependency on the observer’s, detailed anomalies are 

often over looked in bare eyes and finally the success depends on the experience of the 

observers. In addition, uses of genetically modified seeds or change in climate bring changes 

in the appearance of symptoms of diseases, which causes the detection process very 

difficult.  
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Sustainable farming [255] is that one which can handle such difficulties along with global 

warming [256], very efficiently. As a result, it enhances environmental quality, proper use of 

the non-renewable resources and maintains the economic feasibility of farm operation. 

Sustainable farming leads to development of a cost effective, automated system for accurate 

detection of the diseases in a timely manner. Therefore, with the help of modern tools and 

technologies and computing frameworks, researchers are trying to develop an efficient and 

cost-effective automated system to identify the crop diseases. The system guides the farmers 

by detecting diseases earlier, so that appropriate pesticides with accurate dosage can be 

given timely to increase their profit and at the same time it saves the environment.  

Various types of modern tools and technologies such as remote sensing [257], image 

processing [258] and soft computing techniques [259] have recently been investigated towards 

the development of disease detection system. Remote sensing technique is used to detect 

the infected plants through quantitative analysis of spectral differences. Presences of 

diseases have been identified based on the observations that infected plants behave in a 

different way in spectral reflectance and thermal emission as compared to the fit ones [260].  

However, all these methods either detect the presence of the diseases and/or measure the 

degree of the diseases but not able to classify the diseases. There are many research 

proposals to develop expert systems [261-264] for classification and to detect the types of 

diseases in the field of agriculture. Such systems [262, 263] take user input about the infected 

plant to classify the crop diseases. These systems actually suffer from the biasness of the 

observers. To overcome these limitations, scientists in [265], extracts automatically the 

information related to disease symptoms or features to classify the diseases. The system 

entirely depends on the extracted feature information and a classifier is developed to predict 

the diseases. Though the scientists in [265] extracted many relevant features, but the heuristic 

applied for selecting the optimal feature subset allows some irrelevant features in the feature 

set. Also, the algorithm cannot be applied in dynamic environment where new disease data 

are added in incremental way to the existing data.  

This chapter describes the development of automated and intelligent disease classification 

systems for prediction of rice diseases in the static and dynamic environment. Rice disease 

dataset [34] is prepared from 500 rice disease images having three disease classes such as 

Leaf Brown Spot, Rice Blast and Sheath Rot with total 37 extracted features discussed in 

the following sections. Experiments on the rice disease dataset demonstrate that the 

integrated methods obtain good results with fewer features, fast computation, and higher 

classification accuracies in comparison with other state-of- the- art classifiers. 

Before addressing the issues of developing automated rice diseases classification system, 

this chapter provides brief introduction of very common rice diseases considered for 

experiments in section 6.2. Section 6.3 discusses the development of rice disease 

classification system and finally, summary of the chapter is given in section 6.4.  

6.2 Rice Diseases: 

Mainly bacteria, fungus, and virus cause rice diseases. The rice plant has four parts namely 

roots, stem, leaves and panicle.  
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To detect the diseases, locations of infection in different parts of the rice plant are to be 

diagnosed properly. Three different kinds of rice plant diseases, considered for the work are 

discussed here. 

6.2.1 Leaf Brown Spot: 

Fungus Bipolarisoryza is responsible for the disease Brown spot which results in both 

quantitative and qualitative losses [34, 266]. Standard brown spot symptoms are seen at 

tailoring phase and beyond. Circular to oval shaped small foliar lesions are found with light 

brown to gray at center and reddish-brown color at margin. 

6.2.2 Rice Blast: 

Rice blast [34, 266] is one of the most significant diseases of rice. Fungus Magnaportheoryzae 

is responsible for the Rice Blast disease. Generally, lesions with brown color are found on 

the leaves and it may enlarge and coalesce to destroy the entire leaves. At the beginning, 

white to grayish green circular lesions with dark green borders are found on the leaves.  

Finally at the later stage the shape of the lesion’s changes to elliptical or spindle shape with 

more or less pointed ends. 

6.2.3 Sheath Rot:  

Pathogen Sarocladiumoryzae is responsible for the rice disease called Sheath rot and found 

by [34, 266]. Rotting in leaf sheath affects the young panicles. It is seen that the lesions start as 

like irregular spots with variation in color from gray to light brown at centers, surrounded 

by distinct dark reddish brown margins [34]. As the disease grows, the lesions enlarge and 

coalesce and spread to most of the leaf sheath. Lesions may have diffuse reddish-brown 

discolorations in the sheath. A profuse whitish dusty growth is generally seen within the 

infected sheaths; still the leaf sheath appears normal from the external part.  

The main goal of the development of rice disease classification system is that it identifies 

and classifies the rice diseases automatically. In this chapter, this problem has been tackled 

by developing automated classification system for static dataset as well as for incremental 

dataset, where intelligent techniques proposed in the thesis, are applied to predict the rice 

diseases.  

The work is divided mainly in two parts namely, rice disease detection and classification of 

rice diseases. In disease detection task, at first features responsible for diseases are extracted 

from the diseased portion of the rice images using various feature extraction techniques [34].  

As all the extracted features are not significant and presence of redundant features affect 

classification accuracy and increases complexity of the system, so at first important and 

relevant features are selected from the extracted features using proposed comparatively 

more effective feature selection methods [44, 48], discussed in chapter 3 and chapter 4 of the 

work. Finally, classification rules are generated from the reduced rice disease dataset using 

the proposed classification methods [58, 60, 63] discussed in chapter 5. 
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6.3 Development of Rice Disease Classification System: 

The main goal of the development of rice disease classification system is that it identifies 

and classifies the rice diseases automatically. In this chapter, this problem has been tackled 

by developing automated classification system for static dataset as well as for incremental 

dataset, where intelligent techniques proposed in the thesis, are applied to predict the rice 

diseases. The work is divided mainly in two parts namely, rice disease detection and 

classification of rice diseases. In disease detection task, at first features responsible for 

diseases are extracted from the diseased portion of the rice images using various feature 

extraction techniques [34]. As all the extracted features are not significant and presence of 

redundant features affect classification accuracy and increases complexity of the system, so 

at first important and relevant features are selected from the extracted features using 

proposed comparatively more effective feature selection methods [44, 48], discussed in 

chapter 3 and chapter 4 of the work. Finally, classification rules are generated from the 

reduced rice disease dataset using the proposed classification methods [58, 60, 63] discussed 

in chapter 5. 

6.3.1 Feature Extraction: 

To develop an automated classification system, a set of features appearing in the infected 

rice plant image have been extracted and clubbed with some common features to evaluate 

performance of the system. Different types of diseases infect rice plants and different 

symptoms are developed. Based on the symptoms, the diseases are classified manually in 

earlier days where observer’s biasness was associated. So, the focus is on the development 

of an expert system to classify the rice diseases properly. To achieve this, feature extraction 

is needed from the rice disease images. Feature extraction mainly deals with detection and 

localization of particular image patterns representing important features in the image. To 

automate the classification process, symptoms are mapped into features and features are 

extracted from the infected regions of the plant by designing efficient algorithms [34, 265, 267-

269]. However, importance of the features is application dependent and classification 

performance of the system varies with the varied selected feature subset. Therefore, feature 

selection is a very important method to develop a disease classification system.  

It is observed that, when a brown spot infects a plant, small circular to oval shaped infected 

regions is generated with light brown to gray at center and reddish brown at margin. Rice 

Blast generates elliptical or spindle-shape and more or less pointed ends structures with gray 

to assay centers surrounded by yellow to dark brown margins. Therefore, colour and shape 

features are very important and play a crucial role for detecting the diseases. Not only colour 

and the shape, position of the infection is used for disease identification as brown spot and 

leaf blast disease generally occurs in the leaf blade. Diseases created by various pathogens 

produce different type of textures in the infected section of the plant, which is different from 

the other non-infected part of the plant. So, texture features are also important. In the work, 

the considered features are (i) colour features (ii) shape-based features (iii) position feature 

and (iv) texture features to classify different types of rice diseases. Fermi energy-based 

region detection algorithm [265] is used for image segmentation that separates the infected 

and non-infected regions accurately. In the work, feature extraction method used in [34, 

265, 267-269] is applied to extract important features from the rice disease images. 
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a. Colour Feature: 

Colour based features are very important to automate image-based infection detection and 

classification processes. It is also observed that, having different nutrient level of the soil 

different environmental condition and with the age of the plant colour of different regions 

of the spot varies even when attacked by a particular disease. This problem increases 

complexity of classifying diseases.  

The used method [34] handles the problem by measuring the change in colour of the infected 

region or spot with respect to the background colour of the image.  

Thus, a new set of colour features consisting of mean (MN) and standard deviation (SD) of 

the background, the spot as well as the change of color of the infected region with respect 

to the background region in three classical R (Red), G(Green), and B (Blue) planes are 

considered as final color features.  

Here 18 color features are extracted from the rice disease data and following are the 

considered color features given in Table 6.1. 

Table 6.1: Color features and Abbreviations 

Color feature Description Abbreviation 

SD of spot pixels in R plane SP_ SD_R 

SD of spot pixels in G plane SP_ SD_G 

SD of spot pixels in B plane SP_ SD_B 

SD of background pixels in R plane BC_ SD_R 

SD of background pixels in G plane BC_ SD_G 

SD of background pixels in B plane BC_ SD_B 

MN of spot pixels in R plane SP_ MN_R 

MN of spot pixels in G plane SP_ MN_G 

MN of spot pixels in B plane SP_ MN_B 

MN of background pixels in R plane BC_ MN_R 

MN of background pixels in G plane BC_ MN_G 

MN of background pixels in B plane BC_ MN_B 

Ratio of MN of spot pixels to MN of background pixels in R plane SP_BC_MN_R 

Ratio of MN of spot pixels to MN of background pixels in G plane SP_BC_MN_G 

Ratio of MN of spot pixels to MN of background pixels in B plane SP_BC_MN_B 

Ratio of SD of spot pixels to SD of background pixels in R plane SP_BC_SD_R 

Ratio of SD of spot pixels to SD of background pixels in G plane SP_BC_SD_G 

Ratio of SD of spot pixels to SD of background pixels in B plane SP_BC_SD_B 
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b. Shape Based Features and Position Feature: 

After inspecting large number of samples of rice diseased images, it has been observed that 

spots created by different pathogens have varied shapes caused due to severity and nature 

of infection. Different features [34] including area (AR), perimeter (P), pointed end (PEN), 

Area-discrepancy (AD), best-matched primitive shapes (BMPS), Aspect-ratio (ASR) and 

different momentums (Φ1- Φ7) of infected region are extracted as shape-based features for 

disease classification. Position of infection (PSI) [265] is also computed and considered as 

one of the important features of disease images. Here, total 13 shape-based features and 1 

position feature are extracted from the diseased images. 

c. Texture Feature: 

Texture feature is an essential property of any plant image, which is used for capturing the 

changes occur due to infection in the plant [34]. In spite of availability of different texture 

features, only the statistical texture features are considered as they are used worldwide, easy 

to understand and fast in computation.  

Statistical texture features are generally calculated based on the co-occurrence matrix [269] 

of the image. In the work, gray level co-occurrence matrix (GLCM) [269] is used for texture 

feature extraction purpose, which is the oldest and efficient matrix proposed in [45]. Here, 

total 5 features are extracted, such as Energy (EG) [34], Entropy (ET) [34], Contrast (CT) [34], 

Homogeneity (HG) [34], and Co-relation (CR) [34]. 

Original rice disease dataset is prepared from 500 infected rice plant images having 37 

features. 

6.3.2 Feature Selection and Classification Analysis: 

All the extracted features are not significant, and presence of redundant features affect 

accuracy and increases complexity of the classification system. Therefore, important and 

relevant features are selected from the extracted features and a rule-based classification 

model is developed using the selected features. Basically, a classification rule has two 

components, antecedent and consequent. Antecedent consists of literal or conjunction of 

literals where consequent represents the actual class label. A literal l is a (attribute, value) 

pair in the form (CAi, v), where CAi is a conditional attribute and v is the value of attribute 

CAi in the decision system DS. An object ob satisfies a literal l = (CAi, v) if and only if CAi 

(ob) = v, where CAi (ob) denotes the ith attribute value of object ob. Classifier construction 

depicts extraction of interesting patterns from the large repository of data and predicts the 

future trends based on the existing patterns. 

a. Feature Selection and Classification Rule Generation in Static Environment: 

This section demonstrates an application of the proposed feature selection and classification 

methods to generate classification rule set for rice disease detection in static environment. 

As a first application, a single classifier CGRG [58] discussed in chapter 5 is used to generate 

classification rules using the single feature subset selected by GRG method [44].  
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As a second application, an ensemble classifier ECS method [60] discussed in chapter 5 is 

used to generate another classification system for the rice disease dataset based on the 

multiple feature subsets selected by MRG method [48] discussed in chapter 3. These two 

methods are used, as they are superior to other classification and feature selection methods 

proposed in the thesis. 

i. Rice Disease Classification Using the Single Selected Feature Subset: 

The classifier is an essential tool for predicting the class level of unknown samples in the 

dataset. In the work, a single classifier CGRG [58] discussed in chapter 5 is used to generate 

classification rules by using the feature subset selected by GRG method [44], discussed in 

chapter 3, to predict the actual class of the rice disease images.  

• GRG Method in Feature Selection: 

GRG method [44] is a single feature subset selection method which uses the concepts of 

Rough Set Theory [17-20] and Graph Theory [21] to select the most important feature 

subset from a dataset. The detail method is discussed in section 3.2.2. The GRG method 

selects 17 features from 37 extracted rice disease features, listed in Table 6.2. 

Table 6.2: Selected features by GRG method 

Features BC_ MN_G, BC_ SD_R, BC_ SD_G, Φ3, SP_ MN_B, BC_ SD_R, SP_ 

SD_G, SP_ MN_R, SP_BC_SD_R, Φ5, AD, BMPS, PSI, EG, Φ2, ET, CR 

ii. Classification using CGRG Method: 

An automated disease classification system is developed using these 17 selected rice disease 

features using CGRG method [58]. In CGRG, the concept of decision matrix [59] based on 

Rough Set Theory is used for generation of classification rule set from the reduced rice 

disease dataset.  

The detail of CGRG method is discussed in section 5.2.1. CGRG method [58] generates 

classification rule set from the reduced dataset and the classification accuracies are 

measured and compared with state-of-the-art classification methods like NB [7], SVM [6], 

KNN [37], Bagging [191] J48 [5], and MLP [3] and one existing integrated classification method 

Phadikar, et al. [265] named as PRG method, as listed in Table 6.3. 

Table 6.3: Performance of CGRG method on rice disease data 

Classifier Accuracy (%) Classifier Accuracy (%) 

NB 89.23 KNN 87.95 

SVM 89.59 Bagging 85.54 

J48 85.67 PRG 87.88 
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Classifier Accuracy (%) Classifier Accuracy (%) 

MLP 86.90 CGRG 89.57 

Experimental results show that CGRG method produces satisfactory result in terms of 

classification accuracy. To judge the performance of the classifier, other than classification 

accuracy, some statistical measurements [37, 38] given in Equation (2.25) to (2.28) are also 

performed and the results for the classifiers are listed in Table 6.4.  

Table 6.4: Statistical measure of CGRG on rice disease Data 

Dataset Classifier Recall Fall_out Precision F_Measure 

rice disease dataset NB 0.89 0.023 0.88 0.89 

SVM 0.90 0.023 0.90 0.90 

KNN 0.87 0.014 0.87 0.88 

Bagging 0.86 0.003 0.86 0.87 

J48 0.87 0.201 0.87 0.87 

MLP 0.89 0.025 0.88 0.89 

PRG 0.87 0.12 0.87 0.88 

CGRG 0.90 0.003 0.90 0.90 

Experimental results show the effectiveness of CGRG method in rice disease classification 

based on classification accuracy and statistical parameter values.  

b. Rice Disease Classification Using Multiple Selected Feature Subsets: 

A set of feature subsets rather than a single feature subset is in general more useful for 

identifying the class level of unknown samples.  

Therefore, combination of multiple classifiers is more powerful than a single one in terms 

of classification accuracy. In this section, the developed ensemble classifier ECS [60] 

discussed in chapter 5 is applied on rice disease dataset to classify the diseases and identify 

the class of unknown samples.  

Each classifier of ECS is constructed using a feature subset of multiple feature subsets 

generated by MRG algorithm [48] described in chapter 3.  

i. MRG Method in Feature Selection: 

The MRG method selects the multiple feature subsets from a dataset using the concepts of 

indiscernibility relation of rough set theory [17-20], graph theory [21] and clustering algorithm 
[127, 130].  
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The detail method is given in section 3.3.2. The method selects 8 feature subsets from the 

rice disease dataset [34], listed in Table 6.5. 

Table 6.5: Selected features by GRG method 

Feature 

subset 1 

BC_ MN_R, BC_ SD_G, BC_ SD_G, Φ2, SP_ MN_B, BC_ SD_R, SP_ 

SD_R, SP_ MN_R, SP_BC_SD_B, Φ5, AD, BMPS, PSI, EG, Φ2, ET 

Feature 

subset 2 

BC_ MN_B, BC_ SD_R, BC_ SD_G, Φ1, SP_ MN_B, BC_ SD_G, SP_ 

SD_B, SP_ MN_R, SP_BC_SD_G, AD, BMPS, PSI, EG, Φ2, ET, HG 

Feature 

subset 3 

BC_ SD_R, BC_ SD_G, Φ3, SP_ MN_B, BC_ SD_R, SP_ SD_G, SP_ 

MN_R, SP_BC_SD_R, Φ5, AD, BMPS, PSI, EG, Φ2, ET, CR 

Feature 

subset 4 

BC_ MN_G, BC_ SD_B, BC_ SD_R, Φ4, SP_ MN_B, BC_ SD_G, SP_ 

SD_G, SP_ MN_R, SP_BC_SD_R, Φ5, AD, BMPS, PSI, EG, Φ2, ET 

Feature 

subset 5 

BC_ MN_G, BC_ SD_G, Φ3, SP_ MN_B, BC_ SD_R, SP_ SD_G, SP_ 

MN_B, SP_BC_SD_R, Φ5, AD, BMPS, PSI, EG, Φ2, ET, HG 

Feature 

subset 6 

BC_ MN_G, BC_ SD_R, BC_ SD_G, Φ1, SP_ MN_G, BC_ SD_B, SP_ 

SD_R, SP_ MN_R, SP_BC_SD_R, Φ4, AD, BMPS, PSI, EG, Φ2, ET 

Feature 

subset 7 

BC_ SD_B, BC_ SD_R, Φ3, SP_ MN_G, BC_ SD_R, SP_ SD_B, SP_ 

MN_R, SP_BC_SD_R, Φ5, AD, BMPS, PSI, EG, Φ2, ET, CT 

Feature 

subset 8 

BC_ MN_G, BC_ SD_B, BC_ SD_G, Φ3, SP_ MN_B, BC_ SD_R, SP_ 

SD_G, SP_ MN_G, SP_BC_SD_G, Φ5, AD, BMPS, PSI, EG, Φ4, ET 

ii. Ensemble Classification using ECS: 

In ECS, classification rules are generated based on the multiple feature subsets generated 

by MRG algorithm [48], and Genetic Algorithm (GA) [23].  

In the method, the best combination of classifiers from eight base classifiers each obtained 

using one selected feature subset is determined using genetic algorithm.  

The algorithm searches a particular combination of classifiers that produces maximum 

classification accuracy.  

The detail method is given in section 5.2.2. 

The method applied on rice disease dataset and the accuracy is compared with state of the 

art classification methods like NB [7], SVM [6], KNN [37], J48 [5], MLP [3], and popular 

ensemble classification methods, Bagging [191], Boosting [192], the classifiers proposed by 

Das et al. [241] and Zhang [242], where the last two are named here for reference as EOCDPG 

and EOCASD respectively, as listed in Table 6.6.  

In the experiments, ‘10-fold cross validation’ is used to evaluate classification performance 

where in each iteration 90% samples (9-fold) are used for training and 10% (1-fold) other 

samples are used for test purpose. 
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Table 6.6: Performance of ECS on rice disease data 

Classifier Accuracy (%) Classifier Accuracy (%) 

NB 89.23 KNN 87.95 

SVM 89.59 J48 85.67 

MLP 86.90 Boosting 87.23 

Bagging 85.54 EOCDPG 89.87 

EOCASD 89.76 ECS 91.06 

Table 6.6 shows that the ECS method gives the best accuracy compared to other standard 

single and ensemble classifiers.  

Some statistical measurements [37, 38] like, Recall (Sensitivity), Fall_out, Specificity and 

F1_score are also calculated using Equation (2.25) to Equation (2.28) respectively.  

The calculated statistical measurements are given in Table 6.7 for rice disease dataset using 

the considered classifiers. It is observed that, the ECS method gives the best result for rice 

disease dataset. 

Table 6.7: Statistical measures of ECS with standard classifiers  

Dataset Classifier Recall Fall_out Precision F_Measure 

rice disease dataset NB 0.89 0.023 0.88 0.89 

SVM 0.89 0.023 0.88 0.88 

KNN 0.87 0.014 0.87 0.88 

J48 0.87 0.201 0.87 0.87 

MLP 0.89 0.025 0.88 0.89 

Bagging 0.86 0.003 0.86 0.87 

Boosting 0.87 0.012 0.90 0.90 

EOCDPG 0.90 0.004 0.89 0.89 

EOCASD 0.90 0.005 0.90 0.89 

ECS 0.91 0.003 0.91 0.91 

b. Feature Selection and Classification Analysis in Dynamic Environment: 

As datasets changes with time, it is very time consuming or even infeasible to run repeatedly 

a knowledge acquisition algorithm.  

In dynamic environment, without learning the same classifier for the whole data, the 

existing classifier and the new group of data are examined to develop an updated classifier, 

called incremental classifier that reduces the time complexity of the system developed.  
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In this section, firstly, an incremental feature selection method IFS [57] discussed in chapter 

4 is applied on rice disease dataset to select important features and then different classifiers 

are applied for disease classification. An incremental rice disease classification system 

IPSO [63] discussed in chapter 5, is also applied for rice disease detection in dynamic 

environment and observed that the IPSO method provides more accuracy than the existing 

state-of-the-art classifiers on rice disease dataset. 

• IFS Method of Incremental Feature Selection for Rice Disease Classification: 

The IFS method [57] is an incremental feature selection technique developed using the 

concept of rough set theory (RST) [17-20] and genetic algorithm (GA) [23, 102]. The method is 

applied in a regular basis in the dynamic environment after small to moderate volume of 

data being added into the system and GA is applied not on the whole dataset but only on the 

new chunk of objects currently enters into the system thus the time complexity of GA, major 

issue of the algorithm does not affect the IFS method. Here single objective genetic 

algorithm is proposed by combining multiple criteria for obtaining single optimal solution, 

i.e., a single feature subset of a decision system which effectively reduces dimensionality 

of the dataset without sacrificing classification accuracy. The detail method is discussed in 

chapter 4.2.2. 

At first IFS algorithm is applied on the rice disease dataset [34] having 500 objects with 37 

extracted features. The algorithm deals with discrete valued dataset and so the continuous 

dataset is discretized [219] before use of the algorithm. Here, 80% of the dataset is considered 

as old dataset and remaining 20% as new dataset. IFS algorithm selects 16 features when 

GA runs initially on old dataset and due to addition of new dataset IFS algorithm selects 14 

features based on previous 16 features and new dataset (i.e., dynamic environment). The 

IFS method selects the feature subset of 14 features, which include different colour, shape, 

position and texture feature to classify the three disease classes. Table 6.8 shows the list of 

selected features by IFS method. 

Table 6.8: Selected features by IFS method 

Feature 

subset 

BC_ MN_R, BC_ SD_R, BC_ SD_B, SP_ SD_G, SP_ MN_R, 

SP_BC_SD_G, Φ3, AD, BMPS, PSI, EG, Φ4, CR, CT 

To judge the effectiveness and the efficiency of the proposed IFS method for rice disease 

classification, the method is compared with common standard static or non-incremental 

attribute reduction methods such as ‘Correlated Feature Subset Evaluator’(CFS) [95], 

‘Consistency Subset Evaluator’(CON) [213], ‘Classical Attribute Reduction based on 

Shannon’s information entropy’(CAR) [ 214],‘Relief-F’ [215], Static IFS method (static version 

of IFS method) and popular incremental algorithms such as IUAARI [50], IUAARS [52], Xu 

et al. [230], GIARC-L based on complementary entropy [214] and Shu et al. [231].  

Results of all the existing and the proposed IFS method are evaluated and compared on the 

basis of classification accuracies on reduced rice disease dataset by the state-of-the-art 

classifiers available in weka tool [218].  
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In the work, considered classifiers are Naïve Bayes (NB) [7], Support vector machine (SVM) 
[6], K-nearest neighbors K-NN [37], Bagging [191], Tree based classifier (J48) [5], and 

Multilayer Perceptron (MLP) [3]. SVM is used with RBF Kernel; K value of K-NN is set to 

the square root of sample size of data.  

Original number of attributes, number of attributes after applying proposed IFS and existing 

static feature selection methods and the accuracies (%) of the reduced rice disease dataset 

by the mentioned classifiers are computed and listed in Table 6.9. Original number of 

attributes, number of attributes after applying proposed IFS and existing incremental feature 

selection methods and the accuracies (%) of the reduced rice disease dataset by the 

mentioned classifiers are computed and listed in Table 6.10. 

Table 6.9: Performance of IFS and existing static feature selection methods 

Classifier rice disease dataset (37) 

CFS CON CAR Relief-F Static IFS 

 

IFS 

15 15 17 18 17 14 

NB 88.23 88.14 87.23 87.52 87.86 89.23 

SVM 87.56 89.25 88.03 88.11 88.32 89.35 

KNN 86.32 87.78 86.23 87.32 86.25 87.95 

J48 84.50 85.50 84.23 84.32 83.92 85.67 

MLP 81.12 85.62 85.68 85.32 85.05 86.90 

Bagging 85.40 86.67 86.12 85.23 86.20 87.80 

Average 85.54 87.25 86.28 86.51 86.28 87.82 

Table 6.10: Performance of IFS and existing incremental feature selection 
methods 

Classifier rice disease dataset (37) 

IUAARI IUAARS Xu et al. GIARC-L Shu et al. IFS 

17 15 21 15 16 14 

NB 88.23 88.04 87.23 88.14 88.22 89.23 

SVM 87.65 88.75 88.56 89.05 88.23 89.35 

KNN 87.32 87.68 86.32 87.60 87.60 87.95 

J48 85.50 84.60 84.76 85.45 84.93 85.67 

MLP 85.12 85.70 85.25 85.62 85.91 86.90 

Bagging 86.70 86.87 86.23 87.10 87.01 87.80 

Average 86.76 86.95 86.42 87.17 86.97 87.82 
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Experimental results show the efficiency of the proposed IFS method in rice disease 

classification by generating minimum number of features in the feature subset with the 

higher classification accuracies by the state-of-the-art existing classifiers in comparison 

with other methods. As accuracy is not only the measurement of effectiveness of the 

classifiers, some statistical measurements given in Equation (2.25) to (2.28) are performed 

and the average results for all six classifiers are listed in Table 6.11. 

Table 6.11: Statistical measure of IFS method and related feature selection methods 

Dataset Methods(#features) Recall Fall_out Specificity F1_Score 

 

 

 

 

rice disease  

dataset 

CFS (15) 0.86 0.12 0.86 0.86 

CON (15) 0.87 0.08 0.87 0.86 

CAR (17) 0.86 0.12 0.86 0.87 

Relief-F (18) 0.87 0.10 0.86 0.87 

Static IFS (17) 0.86 0.05 0.87 0.86 

IUAARI (17) 0.87 0.09 0.86 0.87 

IUAARS (15) 0.87 0.11 0.87 0.86 

Xu et al. (21) 0.86 0.12 0.86 0.87 

GIARC-L (15) 0.87 0.13 0.86 0.86 

Shu et al. (16) 0.87 0.12 0.87 0.87 

IFS (14) 0.88 0.04 0.88 0.88 

From the Table 6.11 it is seen that the performance of IFS is better than the other static and 

incremental attribute reduction techniques for rice disease classification in most of the cases. 

• Incremental Classification using IPSO Method:  

In IPSO, the concepts of Particle Swarm Optimization (PSO) technique [67-69] and 

Association Rule Mining [61, 62] are used to design an incremental rule-based classifier.  

The algorithm handles incremental data effectively for upgrading the existing classifier by 

modifying the existing rule sets whenever new set of data is added with the previous dataset.  

The detail IPSO method is discussed in chapter 5.3. Here IPSO method [63] has been applied 

on the rice disease dataset for generating classification rules to predict the rice diseases of 

unknown samples.  

IPSO is applied on the rice disease dataset [34] of 500 objects and 37 features extracted from 

the rice disease images of three different classes, listed in Table 6.1. IPSO model is first 

learned by the 60% of the dataset as training data and initial classification rules are 

generated. Then from the remaining data, 20% data is used as incremental data and other 

20% data is considered as test data to measure the performance of the incremental 

classification system.  
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Thus, while incremental data arrives, static PSO method named as PSO on whole data and 

IPSO method has been applied, where the processes terminate when the value of the average 

fitness does not change for 2 consecutive generations.  

The detail parameter settings of IPSO method have given in Table 5.12. After the training 

of the classification system, average classification accuracy is measured on test dataset. The 

accuracies of the proposed IPSO method and PSO method, genetic algorithm based 

incremental classifier [250] named as IGA, Phadikar, et al. [265] named as PRG method and 

some state-of-the-art classification methods in weka tool [218] are computed and listed in 

Table 6.12. 

Table 6.12: Performance evaluation of IPSO on rice disease data 

Classifier Accuracy (%) Classifier Accuracy (%) 

NB 89.23 KNN 87.95 

SVM 89.35 Bagging 85.54 

J48 85.67 IGA 90.37 

MLP 86.90 PSO 91.47 

IPSO  92.02 PRG 87.88 

To judge the classifier, other than classification accuracy, some statistical measurements [37, 

38] given in Equation (2.25) to (2.28) be also performed and the results for the classifiers are 

listed in Table 6.13. 

Table 6.13: Statistical measure of IPSO on rice disease data. 

Dataset Classifier Recall Fall_out Precision F_Measure 

 

 

 

 

rice disease  

dataset 

NB 0.89 0.023 0.88 0.89 

SVM 0.89 0.023 0.88 0.88 

KNN 0.87 0.014 0.87 0.88 

Bagging 0.86 0.023 0.86 0.86 

J48 0.86 0.003 0.86 0.87 

MLP 0.87 0.201 0.87 0.87 

PRG 0.88 0.120 0.89 0.88 

IGA 0.90 0.025 0.90 0.89 

PSO 0.91 0.014 0.91 0.90 

IPSO 0.92 0.003 0.92 0.92 

Experimental results show the effectiveness of the application of proposed IPSO method in 

rice disease dataset.  
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Chapter 7 

Chapter 7: Conclusions and Future Research 

Data mining has been gaining importance for organizing and summarizing the large datasets 

in a comprehensive way for data modeling and Knowledge discovery. Data modeling plays 

an important role for understanding various fact hiding in the large datasets by transforming 

data into useful knowledge. Data mining research should concentrate on developing 

scalable algorithms and techniques capable to handling large dimensional data in the static 

and dynamic environment efficiently. Designing of data mining tools covers a wide 

spectrum of data analysis methods for discovering intrinsic knowledge that include 

characterization, discrimination, association, classification, clustering, and prediction of 

data. The main aim of writing the book is to discuss the effective data mining tools and 

techniques [1, 2] such as feature selection, classification, and extraction of meaningful 

information in order to efficient analysis of various benchmark dataset in the static and 

dynamic environment. The major challenges like high dimensionality, dimensionality 

reduction, informative feature selection, classification rule generation and ensemble of 

classifiers have been addressed in the thesis using the concept of Rough Set Theory [17- 20], 

Graph Theory [21], Genetic Algorithm [23, 102-103], Particle Swarm Optimization [24, 67-69,105-110], 

and other probabilistic, mathematical, and statistical approaches [25, 26]. Developed 

algorithms have been applied in various benchmark datasets and rice disease datasets to 

classify the objects and predict the unknown objects efficiently. The book concludes by 

summarizing the related works and significant contributions of the author for knowledge 

discovery in static and dynamic environment, along with the directions of future research. 

7.1 Conclusions:  

The objective of writing the book is to provide different data analysis methods using data 

mining techniques in static and dynamic environment for solving different prediction 

problem including the rice disease analysis.  

The significant contributions are to design an integrated system consisting of mainly the 

following major components: feature selection, and classifier construction in static and 

dynamic environment. Each component has a distinct set of functionalities and plays a 

specific role within the system towards achieving goal of data analysis.  

To design the classifier for data analysis, components like dimensionality reduction and 

selection of important features are the prior steps to build the overall system efficiently.  

Hence the book is organized with the interconnection of all the components for designing 

the entire integrated system.  

7.1.1 Feature Selection in Static Environment: 

Efficient feature selection technique has a great importance to knowledge discovery.  



Conclusions and Future Research 

177 

 

Experimental dataset contains large number of features, many of which are irrelevant for 

efficient classification of the dataset and as a result classification model including all 

features degrades accuracy. Therefore, automated discovery of small and informative 

feature subset is highly desirable. In feature selection literature, various methods [12, 13, 75-79, 

86] are provided to filter out the redundant features, but the classification results are not 

satisfactory. 

In the book, many novel and efficient static feature selection methods [43, 44, 47, 48] are 

discussed in chapter 3 which selects only the important features from the dataset for 

achieving higher classification accuracy in comparison compared to the existing methods 
[12, 13, 86]. A feature selection method (SRG) [43] is described to select a single important 

feature subset for classifying the objects with using the concept of Rough Set Theory. 

Another graph based novel feature selection method (GRG) [44] has also been discussed to 

select single important informative feature subset, using Rough Set Theory and minimal 

spanning tree of graph theory, which classifies the test objects more accurately compared 

to SRG method. The above mentioned two methods select single feature subset, whereas 

multiple feature subset selection method (FSBR) [47] has been developed using only Rough 

Set Theory to select compact feature subsets. Another graph based novel multiple feature 

subset selection method (MRG) [48] using Rough Set Theory and clustering algorithm has 

been discussed which provides better classification accuracy compared to FSBR method. 

To show the effectiveness of the discussed methods, a performance comparison is made 

between the proposed [43, 44, 47, 48] and the existing state-of-the-art feature selection methods 
[95, 213, 214, 215, 216, 217]. Statistical analysis is performed for measuring the statistical significance 

of the proposed methods in comparison with other methods. The comparisons of all the 

developed methods [43, 44, 47, 48] are also made in Chapter 3 of the book. 

7.1.2 Feature Selection in Dynamic Environment: 

As per as dynamic environment is concerned, volume of dataset is growing rapidly with 

respect to time which bring great difficulty to data mining and pattern recognition. As 

datasets changes with time, it is very time consuming or even infeasible to run repeatedly a 

knowledge acquisition algorithm. Incremental learning is a technique where the learning 

process applies after an interval of time using the information extracted by previous run of 

the process and the new dataset.  

Dimension reduction in dynamic environment uses newly generated data together with the 

information extracted from the previous data to select the important features with respect to 

whole dataset. As a result, applicability and acceptability of the system increases.  

In the book, incremental feature subset selection algorithm is proposed in dynamic 

environment integrating the concepts of Rough Set Theory and Genetic Algorithm. Two 

efficient incremental feature selection methods [49, 57] are reported in chapter 4 for finding 

out the most important feature subset from incremental data. An incremental feature 

selection method (DRED) [49] is described to select multiple important feature subsets from 

incremental data for classifying objects with high accuracy using the concept of Rough Set 

Theory. A genetic algorithm (GA) based group incremental feature selection method (IFS) 
[57] is proposed in the thesis, where the method selects the features dynamically using the 

concept of rough set theory and the genetic algorithm.  
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Here GA [23, 101] is applied only on newly added group of objects of small to moderate size 

on regular basis so the great issue of using it for its larger complexity may be avoidable in 

most of the applications. The novelty of the algorithm is that it can select features both in 

static and dynamic environment and no prior statistical information of the data is required. 

Algorithms have been applied on benchmark datasets to demonstrate its effectiveness. To 

judge the efficacy of the developed incremental methods [49, 57], a performance comparison 

is made between the developed and other standard incremental [50, 52, 214, 230, 231] and non-

incremental feature selection methods [95, 213. 214, 215, 216, 217]. Statistical analysis [39] is also 

performed for measuring the statistical significance of the proposed methods in comparison 

with other methods. 

7.1.3 Classification Analysis: 

The book demonstrates the classification analysis for analyzing dataset [2] to predict patterns 

of the data in static and dynamic environment. There are various static classification 

methods [14, 15, 80] but none of them can efficiently handle big datasets. Building efficient 

classifier [14, 15, 80] to extract meaningful knowledge from the huge amount of data is the 

primary concern of the data mining research community. Feature selection methods 

discussed in Chapter 3 providing the single and multiple feature subsets relevant for 

classification purpose are used for developing classifiers.  

In Chapter 5 of the book, a classification rule generation method (CGRG) [58] has been 

discussed based on important informative feature subset identified by GRG method [44] 

discussed in Chapter 3 to classify objects efficiently. The primary goal of classifier design 

is to achieve more accurate prediction. It is seen that One of the best performer classifiers 

is not always suitable for prediction rather ensemble of different classifiers [179] may lead to 

better classification accuracy. Several methods for constructing ensemble classifier system 
[179, 185-187] have been developed by researchers, some are general, and some are specific to 

particular problems. Here, an ensemble classifier (ECS) [60] is constructed to overcome the 

demerits of some individual base classifiers and increases the overall classification 

accuracy. This classifier is built based on the reduced dataset obtained from MRG method 
[48], discussed in Chapter 3, using Genetic Algorithm and the association rule mining 

technique. The objective of the proposed ensemble classifier [60] is to maximize the 

classification accuracy. As single classifier system is not always acted as a generalized 

learner for different data mining problem; the proposed combined classification [60] system 

applied on various datasets demonstrates better performance over single classifiers. 

In the chapter 5 of the book, a classifier for incremental data has also been proposed (IPSO) 
[63] with an objective to develop a rule based incremental classifier (IPSO) [63] for the 

incremental datasets. In the method, the incremental classifier is designed with the aim that 

the number of classification rules will be minimal. In this method, optimized classification 

rules are generated for the incremental data dynamically using the concept of Association 

rule mining and PSO algorithm. Here firstly, PSO [67-69] based training process is performed 

on the existing dataset to find out the initial optimal classification rules for existing dataset. 

When a new group of data arrives, IPSO is run using existing classifier and new group of 

data to develop a dynamic classifier. So, the IPSO algorithm analyzes the new dataset in 

every interval of time and updates the previous knowledge base dynamically with a 

sufficiently reduced training time.  
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To judge the effectiveness of the proposed incremental method, a performance comparison 

is made between the proposed and the other standard incremental and non-incremental 

classification methods [3, 5, 6, 7, 37, 191, 250] and observed that the proposed method provides a 

satisfactory result. 

The comparisons of all the developed classifiers [58, 60, 63] with some state-of-the-art 

classifiers are provided in Chapter 5. Statistical analysis is also performed for measuring 

the statistical significance of the developed methods in comparison with other methods. 

7.1.4 Application of the work in the field of Agriculture: 

In the chapter 6 of the book application of the developed data mining techniques for feature 

selection and classification methods in rice disease prediction is addressed. Application of 

data mining technology in agricultural field for disease prediction is a challenging task due 

to the wide variation of crops, associated diseases, and dependency on human being to 

collect information from the field. As day-by-day the characteristics of the diseases change 

with the time due to changes of climate, biological, and geographical factor new disease 

data are added with the existing data so to predict the rice diseases in this dynamic 

environment, an efficient incremental automated intelligent system is necessary. For the 

rice disease dataset, features based on color, shape, position, and texture are extracted [34, 

265, 267-269] from the infected rice plant images [34]. Then the incremental algorithm IFS [57] 

selects only the important features from the extracted features by removing irrelevant and 

redundant features for classification of rice diseases. Finally, the rule based incremental 

classifier IPSO [63] is applied on the reduced data based on the result of IFS method. IPSO 

method generates a set of optimized classification rule set to classify the different rice 

diseases with higher classification accuracy in comparison with other existing methods.  

7.2 Future Research: 

The results presented in this book demonstrate that the developed data mining algorithms 

for feature selection and classification for experimental datasets is capable of achieving high 

performance and meet the user requirements both in static and dynamic environment.  

However, the developed work has few limitations. This section discusses these limitations 

and also gives direction for further research work to resolve these issues and enhance the 

performance. As the developed data mining algorithms mainly concerned with two major 

components such as feature selection and classification, so the limitations and further 

enhancement of these components are discussed.  

7.2.1 Feature Selection: 

In the graph based static feature selection methods [44, 48] only the degree of the nodes is 

considered for selecting important features while other measures like weight, degree of 

centrality and so on may be considered to determine the importance of the nodes.  

The method [57] proposed for incremental feature selection considers two criteria’s for 

defining a single objective function of GA.  
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Here, a weight factor w is assigned to the fitness function to provide the relative importance 

during incremental feature selection. The major demerit of giving a threshold value to w 

may be solved using neural network or probability theory for computing and fixing 

theoretically the value of w. 

7.2.2 Classification Analysis: 

An ensemble classifier [60] is designed for efficient analysis of static data, but recently, in 

the era of big data, an ensemble classification system for dynamic environment can be 

developed by involving more than one competing or conflicting objective functions for 

finding many optimal solutions. The use of semi-supervised machine learning has emerged 

recently which lies somewhere between supervised and unsupervised, where the class 

information is learned from the labeled data and the structure of the data from the unlabeled 

data. The classification algorithms may be used in this framework to produce an efficient 

and high-performance tool. 

Rough Set Theory [17-20] is mostly used to develop the data mining methods for feature 

selection and classifier construction to handle uncertain and vague data. Furthermore, 

rough-fuzzy based integrated system [270, 271] can be devised to design personalized 

classifiers based on selected important features greatly depends on individual perception. 

Incremental methods used for classifying the different rice diseases may be applied for the 

prediction of other crop or plant diseases.  
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